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"I have noticed that even people who claim everything is prede-
termined and that we can do nothing to change it, look before
they cross the road.”

Stephen Hawking, 1942-2018






Euyapliotieg

Ou Heka va euyopioThon xat’apyhv Tov emPAénovta xaldnynty wou x. Nixo
Heye vy tnv avdbeon evoc 1660 eVOLAQEROVTOS Xal LOVTERVOU DEuaTog aANd
XL YL TV A€o TN xou SLVEYY OTHEIEN Xo CUUTAEAG TaoY| Tou X ONT TNV
Oldipxeta exmovnone e epyaciog pou. Enlong, Ba ek va suyaplothon toug
xobnyntéc x. Koutocoduma xou x. Keyayld og pén tne teiueholc emtpomnic
OANG XL TOUG UTTONOLTIOUS XoOTYNTES HOU OTO UETATTUYLOXO TROYEOULUOL.

TéNog, Ba Hbehor var euy Lo THOW TNV OLXOYEVELX UWOU, TOUS QINOUC O Xol
TOUG CUUQOLTNTES WOV YL TNV CUUTHRAo TaoY Toug. ‘Eva peydho euyapiote
otov @iho pou XdfPo mou av xou 500 YINADES YINLOUETEO HoXEUE dVTEEE TNV
Yol Lou xou 6TAONXE BImAa HOL WS TEXYUATIXOS PINOC.



Abstract

The subjects of this Master thesis is to study the Sachdev-Ye-Kitaev (SYK)
model, focusing on the Conformal Field Theory aspect, viewing it through
the AdS/CFT correspondence. This particular model presents some very
interesting features and thus attracted a lot of attention. It is now solved
and there is ongoing research for its bulk dual.

To begin, the two-point and four-point functions are presented and from
the latter the operators of the model are deduced. These Green’s functions
are studied in the IR limit where conformal symmetry is emergent. Then,
the 6-point and 8-point functions are presented along with their features
that make the model solvable.

Moreover, the effective action of the model and its symmetries are dis-
cussed along with certain reparametrizations and their physical meaning as
Nambu-Goldstone modes. After presenting their Schwarzian action and a
brief introduction to the quantum butterfly effect, the chaotic behaviour
of the model is discussed. Finally, a brief discussion concerning the bulk
dual and SYK-like models is presented. In the appendices, an introduction
to conformal symmetry and the OPE expansion is given and also technical
computations are included.



ITepiAndm

1xomdg TN UETATTUYLOXAC AUTHS ERyaoiag Elvol 1) HENETY TOU HOVTENOU
SachdevYe-Kitaev (SYK), eotidlovtag iadtepa otnv mAeupd tne LoUpopene
Ocwplog Iediou e@’6o0v T0 povtéro Wubel péoo and 1o nplopa tne AdS/CFT.
To cuyxexpWévo LOVTEND ToEOoUCIAEL UepIXd LOLETERA EVOLAUPELOVTOL Y OEUXTT)-
PLo T xou YT €xel Tpafrel TNV TpocoyY| TNE AVToTOLXNG EMC TNUOVIXHAC
XOLVOTNTOG.

Apynd, mapoucidlovtol ol GUVOPTACELS VO Xl TEGTAEWY CNUEIWY XOUL Ao
TNV TENEUTOL CUVAYOVTOL Ol TENECTEC TOU UOVTENOU. AUTEC Ol GUVAPTAOELS
Green peket@vton 670 LUTEELOEO GELO, OTOU AVABVETAL 1) CUUHOPPT) CUUUETELA.
Y1 ouvéyela, tapouctdlovion ol cLVAPTACELS €L xou oxTe onueiny woll ye to
YALUXTNELO TLX TOUE, Tot ontolar xabLoTOUY TO WOVTEND ETADGLIO.

Emunpbobeta, oulnriotvton 1 evepyodc (effective) Spdon tou povtélou pali
UE TIC CUMUETEIEC TN TOEIANTINGL UE TIC ETOVATUPUUETEOTIOLAGELS TOU HOVTENOU
xou TNV uowt| epunveia Toug o Nambu-Goldstone tpdnoug (modes). Agol
napouctactel 1 Schwarzian dpdor toug xou 600l o chvToun elcaywyh TNV
xBavrounyovixh exdoyr| Tou xPavtixol ydoug () xPavtixd pouvéuevo tng neTo-
NoUdag), oulnTiétal 1 ¥aoTx cUUTERLPORE Tou povtélou. TéNog, yiveton wa
obvtoun oulNTnon Tou aopd To PopuTixd AVTIOTOLXO TOU UOVTENOU XaL To
OLdpopa TOROUOLYL HOVTENA oL €xouv TpoTalel. XTal TOPUPTAUATA, EXTOC Ao
W eloarywy ) 6T oLpuopeT Bewmpla nedlou xou ot wEdodo OPE autrg xou oTic
omvoptaxée avanapactdoelc oe N dlactdoels, Pelxovion xou xdmolol teyvixol
umoloylouol TNg epyaciag.



Ewcaywyn

ITpoglevomn xou xivnTea yiat TNV welétn tou SYK

To povtého Sachdev-Ye-Kitaev mpotdfnxe npdopota and tov A. Kitaev [1].
Amotehel éva xPoavtounyavixd poviéno mou amapTileTal and AANNAETORACELS
Tetdpng TdEng uetald N Majorana gepuloviov. H Xowhtoviavy tou divetan
amno

N
1
H = I Z ijlmxjxk-rll'm' (1)
" gklm

Mrnogel vo 1dwbel wg pior mapaiaryy) vog poviélou mou tpotddnxe and Toug
Sachdev xou Ye [15], o onolo ewofiydn yia vor neprypdiper évay poryvitn Heisen-
berg pe tuyaiec arAniemdpdoeic. H Xaughtoviavy tou povtélou tou Sachdev-
Ye etvou
;N
H= Vil 2 JiiSiS;, (2)
OTou oL TENEOTES S;, S ixavomololy Ty d\yePpa su(M) evey oL cuvTENECTEC
Jij elvon Tuyaiol oplBuol SLONEYUEVOL ATd UL XAVOVIXT XAUTAVOUT Xl BNADVOUY
NV oYY TwV IANAeTWOpdoewy. To povtého SY elvon emAUoWo 610 6plo 6ToU
N — 00, M — 00 xau yio TeedTn popd culnthdnxe ota Thaiola TG oloypaplog
oto [31], 6mou o Sachdev avédelle Ty oTeVv avtioTorylo UETAEY ONOYEAUPXODV
UETENNWY x0VTd ot popTiouéveg AdS ueNavég omég xou TNS XNACUATOTONUEYNS
(fractionalized) vyprc pdone Fermi tou mheypotixod poviéhou tou Anderson.

To povtého SYK xobictaton emhboo 6to dplo N — 00, é1ou To dLorypd-
upato Feynman amoteNoUvton and melonic Sorypdupato vl TNV cuvdeTnom
0Vo omnueionv xou and ladder Suorypdupato yLot TNV GLUVAETNOT TECGdPWY ONUELY.
Yuvenoe, elvon duvatdv va e€ayBolv oyeTnd anéc expedoels YLol T EELOMOELS
Schwinger-Dyson twv cuvapticeny 500 xou T€00dpnv onueionv.

Yric xopunhéc evépyetee (unépubpo Gplo), oL cuvapThoels dlo onuelwy elvat
EMAVUOLIES o ToEouctdlouy cUUHoEPT CUPUETELR, 1 omolo OUWS OTdEL Ot
upnhotepeg evépyetec. H ouppetplor autr adNd xan to ondowd tng epgovilovton
X0l OTLC CUVEPTNOELS TECOUPWY ONUEiwY.

Emmiéov, yehetodvtog ti¢ out-of-time-order cuvapthoels cuoyétiong €xet
amodery el 6T 0 exbétng Lyapunov nou yapoxtneilel tn x0Ty GUUTERLPOEA.
TOU CUGTAUATOS TOdEVEL TN MEYIOTN TWH TOou, A = %“ Sopgwva e to [
exdletan 6Tl aUTOC elvan xou 0 €Yo TOC ETLTEENOUEvVOS exBétng Lyapunov yio
€vor UEYENO aplBud xPovTinedy cuoTNUATOV, OTKE To CUCTAUATA YE HEYANO N
Twv onolwv to povtéro SYK eivan éva moapdderypa . To (Bo dplo elvan autod
TIOL CUVOVTEEL XAVElS o€ ot peNavh ont| oe Paputixée Bewpleg [11].

H péyiotn xootix) CUUTERLPOEE, 1) ETAUGLLOTNTA XAk OL OMOLOTNTES HETAUED
TV oLVAETACE®Y 800 XaL TEGCUPWY CNUElWY plog peravic omie Schwarzschild
1+1 Swotdoewv xan exelvov tou povtélou SYK, od¥ynoe tov Kitaev va



TEOTELVEL AUTO TO LOVTENO WG EVAL ONOYRAPLXO AVTIOTOLXO ULoG TETOLIG UENUVAC
omhc 1 onola acupTTwTKS tpooeyy(let wor AdS petpwdq [1].

H npotewvdpevn duaduotnta uetald tou poviédou SYK xou tov yadpwv
onwv elvan éva mapdderypo tne AdS/CFEFT avtiotoryioc, wa exooioa Sulouol
petol oyued ouleuypévoy Bewpinv Babuidac xou Baputixdy Bewpidy oe AdS
yweodyeovo. H euxaocio auty| mpotoeupavicTnxe o TNy tpwtonoploxy| dnuoacicuon
"The Large N Limit of Superconformal Field Theories and Supergravity” ané
tov J. Maldacena [15]. O Baoixdc woyvplopdc tne AdS/CET avuo touyiog eivon
OTL OL GUVIPTNOEIG-YEVVITELES TWV Lo LRV GLLEUYUEVLY Bewpldv BobBuldag xau
TV Poputixdv Bewptdv o yopdypovoue AdS eivon ioec [29]. Av xou n AdS
/ CFT avuoctouyla dev éyxel anodeybel ontd, emitpénet ) UENETN TwV LOoYUEA
ouleuypévayv Beopldv PabBuidoc efetdlovtac aohevidc cuvdedepéves Bewpleg
Bopbtntag otov AdS ywedyeovo xau avtiotpopa. Autd elvar xeriowo BLoTL
oL dratapaxtixég uébodol dev Aeltoupyolv oe toyupd culeuypuéva Lo THUATO
AOYO TN ENNEUINS ULog PxeTc TopopéTeou yYUpw amd TNy onola Ba eqopuoctel
1 Slatoparyh.

Q¢ epyarelo Biepelivnong uadewy oney, To povtéro SYK nopovoidlel pepixd
neoPAfuata.  ‘Eva and autd elvon otL tor mparypotixd xPovtind cucTidoTta
0ev €xouv TuYEC UANTAETIOPAOELC OTIC omoleg elvon SUoxolo va amodobel
xPavtiny| cuuneppopd. Enouévag dev elvon dueca cagéc edv to povtého SYK
unopel va xpnotwononBel yior 0 SlepelVNON TOV WIOTATWY TOV HOUEKOY OTMV.
[pbogata, npotddnxe [1, 5] éva tavuotxd poviého ywpelc autéc Tic TuyoleS
ONANNETUOPAOELS, TO 0TOl0 OPWS HOLEELETOL TO CNUAVTIXOTERX YAUPAUXTNELC TIXS
Tou poviéou SYK.

Mo teheutalo napatipnon ivon 6T o povtého SYK dev unopel v Bewpndet
o¢ mopdderypo tne AdSe/CFTy, ywtl 6nwe Bo Sodue 1 oOupopen cuppetpio
elvon 0wB6EUNTA ONNG X0 ENTE OTACUEVT. O XATINNNNOC TEOTOC VLo VoL UENETHOEL
xavelc To povtélo elvan oto mhadoto tng nAdSs /nCFTy, 6mou 10 n onuoivel
"oyedov (nearly)”. Xtn ouvéyela, to Poputind aviioToryo Bewpeiton dTL givou
évae povtého nAdSe to omnolo mopoucidlel to (Blo potifo onaciyatoc Tng

cOupopgne ouppetplog [12,23,24].

IAELAYPARUA TNG EpYACIAS AVTAS

H petamtuyroxny auty epyaoio eotidler oty mAevpd mou oyetileton pe tnv
olupopen Bewpla mediov (CFT) tou poviéhou SYK. Y10 xe@ddawo dvo,
e&dryoupe tig e€lomoelc xivnong tou wovtéhou SYK xou e€dryouue tov éxeubepo
OL80TN. TN cUVEYELX UENETAUE TNV cuvdpTnon Green dUo onuelwy, XENOLLOTOL-
ovtag Paoixég TexVéC TV dlatapoxTixay Bewplowv, delyvouue 6L 6to bplo
N — 00 T ovodIXd BLoryGUUATA TOU GUVELCHPEPOLY Elvor oUTE ToU €XOLV
melonic pop@y. Exyetodleuduevol 10 yoeaxtneloTixd autd e&dyouue TiC
e€lowoelc Schwinger-Dyson xow 6Ttnv cuvéxela TIC UENETHUE OTO OpLO TV
YUUNAGY EVEQYELWDY. X7 aUTO TO HpL0 ATOBEXVUOUUE TNV avadLOVCA GOUULORYN
ouypeTpla xou 0T CUVEYEL BLONEYOVTOC Wior doxuoo Tixh cuvdptnon (ansatz)



Yo TOV OLadOTY), MENETAUE WS 1) CLUPUETElo auTH omdel aubopunTa.

Y10 xe@diono telia, cuveylloupe TNV UENETN HaC E0TIELOVTASC OTIC CLVA-
etroeig Green tecodpwy onueinv xou ota ladder duorypdupoto Tor omola elvon xan
ToL LOVAOLXE TTOL GUVELGQEEOLY. Al VOUUE OTL ToL Loty EAUUTOL AU TE LXAVOTIOLO VY
AVABPOULXES OYECELS UE XVUPLO YAPaXTNEIC TIXO Tov TeENeo TH kernel o omolog dpa
¢ yevwhtopag Toug. ‘Emeita, yenoiwonowwvtac Ty cluop®n cupueTein 6To
OpLO TV XOUNADY EVERYELDY UTONOYI{OUUE ONeC TIC AMOPUUTNTES TOGOTNTES
(6nwe ov Wwouvapthoel tou teheoty Casimir, ou WwoTwée tou kernel xou
OLdpopa ECWTEPLXA YLVOUEVA) OL OTOIES oS OB YOUV OE ULol TENIXY| €XQPAOT)
YloL TNV CUVEETNOT TECTdPWY ONUEl®Y. TN CUVEYELL AVONUOLUE QUTAY TNV
Exgppao), Héow BewpnTixdyv cpyokelwy mou mpoépyovial and T GOUUOPYES
Bewplec medlou xou e€dryouye BLdpopeg XEHOWES TOGOTNTES OTIWCE TIC DIUC TACELS
Olapbdpwv TENECTAOY, Toug cuvienectéc OPE xau ta conformal blocks. Efvau
ONUAVTIXO VO ETUONUAVOUUE OTL XUTA TNV OLAEXELX OANG AUTAHS TNG AVAALOTE
€Y OUUE OXOTULUA Oy VOY|OEL TIC CUVELCPORES OL OTIOLEC 0OMYOUV OE ATOXAICELS.
Puoxd xdt tétolo Bev elvon amoBEXTO Aoy TOTE 1) CUVAETNOT TECTAPWV
onuetov otepeitol YUOIXOL VORUITOC ol GTO TENOG TOU XEQAUNXLOU oUTOV,
xdvoupe wa ovvtoun oulrtnon i autod Pooléyevol oo |2].

Y10 xe@dAao TEcoEPA, TUPOVCLALOUUE XaL UENETAUE TIC CUVORTHOELS
€€L xou OX T ONUElWY 1) LOOBUVOHAL TIC GUVOPTHCELS TELOV X0l TEGGRmY ONUEiDY
HOUTEIAANAWY BLY POUUIXDY TENECTOY avTioTol . Loty cuvdptnomn €L onueloy,
XOLTTYOPLOTIOLOVUE TAL OLoY POUUOTO TTOU GUVELG(PEPOLY o€ contact xou planar xou
ToEoLGldloupe TN cLVELGPOEY Tou xabevog. ‘Ocov apopd T GUVEETNOT OXTE
onuetov, xdvouue wa cOvToun culHTnon yio To TG Unopel xavelc va tapdyet
ONeC Tig oLVoETACELS 2n-onueinv Ye To va "xodel” To melonic didrypopua xevol
OOEC POPES YPELNOTEL. LT CUVEXELDL, ToRUDETOUUE Ta Blary PAUUOTA TTOU GUVELGQEQOUY
oTN oLVAETNOT OoxTK onuelwy ol ue To Wiaitepa oNUavTXd Yeyovdg OTL
elvon amoluta xabopiopéva and TOCOTHTEC ToU €YOUUE LTONOYIoEL O OTIC
CLVAPTACELS BVO0, Teaodpwy xou €€L onuelwy. Baolouevol 6" autd T0 YeYOVOS
oLINTaPE TOS XATL TETOLO UTOVOEL 0LCLACTIXE TNV NPT ETAVCLOTNTA (HE TNV
€vvola Tou UTONOYLoHOL Xdbe cuvdptnone 2n-onueiwv) tou povtérouv SYK.
Yyetixd pe to Béua auTOV TOU XEPANAOU, TEQIGOOTERES TEYVIXEC NEMTOUEQRELES
uropolv vo Beeboldv oo [12].

Y10 xXEQANAUO TEVTE, UENETIUE TNV EVERYO dpdom tou woviélou SYK
1 omola e&dyetan apol exterécoupe TNy péhodo annealed disorder, 1 omola
TEAXTIXA Elvon 1) JUECT) ONOXATPOON ¢ TEOg TIC Tuxaleg YeTafAnTtéc. Xn
GUVEXELL APOV ONOXNNPEWOOUUE WS TEOG TOL (PEQULOVIAL XAl ELOBYOUUE T Ol-
veauuxd nedio G, X, Beloxouye 6Tt 10 HOVTENO THPOUGLALEL XNATOIXT| GUUTE-
PLPOPA G TO Lo yia MEYINa N xau 1) EVERYOS ToL Bpdo divel Tig (Bieg e€lowaoelg
Schwinger-Dyson ye autéc mou Berixoue o1o deltepo xepdlaio. Axolovbwc,
amodewviouue T ouppetpia O(N) tng dpdong tou povtéhou SYK xou e€dryou-
UE TO OLATNEOVMEVO pEVMA WOVO Yiot TNV exelbepr Dewpla agpold av cuumepl-
N&foupe Tov 6p0 NAMAETBpAONC TOTE €YOUME Wlo UN-ToTXY) Bpdon yia ThV
omola dev toylel To Bewpnua tng Noether.



Y10 xE@ANOUNO EEL, UENETIUE TIC OLAXUUAVOELS TV OLYPUUULXOY TESIV
YOpw amd TO CUYUITIXO CNUEID TOUC 1) UANOLOG TIG ETAUVATUPAUUETPOTOLOELS
Toug. Ipw and autd, amodeixvioupe pNTd TNV CUUUOEYT CUUMETEIX TNE BEdoNS
0TO OPLO TV XUUNADY EVERYELDVY xat BEToupe uto culYTnon To AOYO Yl TOV
omolo auTY| 1 cLUPETElO OTdEL PNTA PaxELd amd auTO To Oplo. Metd, fewpwvTog
TG SLIXUUAVOELS TWV OLYPaX@Y TES{mY, PTAVOUUE OE Uia Bpdor TNng omolog
oL undevixol tpémol (modes) eivar ouctacTxd exelveg oL LBLOCLVOPTACELS TOU
kernel mou €youv WBloTiur éva. Autég elvon xou ot LBLOGUVAPTACELS TOU 0BTy 0LV
OE WOl AMOXAIVOUCH XAl CUVETWS GTEQOUUEVT] PUOLXOU VOHUAUTOS CUVAETNOT
Te008pwV onuelwy, Onwe €youue NON meoavapépel.  NulnTOVUE TO QUOIXO
VONUOL AUTOV TV UNBEVIX®Y TeoTwY w¢ Nambu-Goldstone yrolovio. H epun-
velo auty| Baoiletan 0T0 yeyovoc 6Tl autol oL TpdToL ElVAL OUCLAC TIXE THPAUUETEO
TOWOELC TOL BladOTY paxpla amd To 6pLo mou 1) Bewplo €xel olupopen cupueTeld,
CUVETWS TROXVTTOLY amd To auddpunTo omdoyo authc. Télog, napabétovtog
XATOLAL TIOLOTINSL YUQAXTNELO TLXE TTOU TEPLUEVOUUE VoL EXEL 1) DRACT) ATV TWV
TUPAUUETPOTIOWACEMY XUATANYOUUE GTNY TENXY| Hop@Y) TNS 1 omola elvan auTh
e maparyyyou Schwarzian.

Y70 XE@AAOUO ETNTA, TOEOUGIALOVUE ULl AVACHOTNOT| TV ANV EVVOL-
v Tou xPavtixod ydoug, Tou scrambling Tng TANEooplag xo TS exaciog yia
v Umapén evie moryxdopou (universal) gedrypatoc oty T Tou exfeTixo)
Tou Lyapunov. "Eyovtoc avagépet Oxa ta Bacixd epyaneio mou Oo xpeioc Tovue
OTNV TMEPAUTEPW WO oVEAUGT), UeNatdue Tic out-of-time-order cuvaptroeic
cuoyétiong tou poviélou SYK. Koatokryouue oe éva amd ta mo onuavTixd
GTOLYElL TOU WOVTENOL: TNV UEYLOTN YUOTIXY] CUUTEQLPOE TOL.

Y70 XEPAAAUO OXTE, TAPOVCLILOUUE €V CUVTOUIO HEPLXES EVVONAXTIXES
exdoyéc Tou woviélou SYK cuvodeudueveg amd Tor TAEOVEXTHUNTA TOUG OANS
Ao TOL UELOVEXTAMATA TOuC. Me autd Tov TEOTO 0 avaryvioTNng Takpvel Wwia
TN Wéa yia TNV mboavy xatedBuvon Tng peNovTixig €pgsuvag Yopw and To
wovtéo SYK. Xtn ouvéyeia, yivetan pior tepiAnmtiny) culRtnomn mou agopd to
Boputid avtioTolr o Tou HOVTENOU XoL GTO TENOC XAElVOuUE TO XUplo PEPOC
NG HETATMTUY XN epyaoiog TapafétovTag xdmolo CUUTERICUATO TOU APOpOUV
TO UTO HENETT LOVTENO Xa Ta OTiola €Y 0UUE EEQYEL XAUTE T1) DIAEXELL EXTIOVNONC
g epyooiag auThC.

Yo IapapTAporta, £xouue CUUTERINGBEL BLAPOEA XEPENALA IOV APOEOVY
otovxela mou Bewpolue 6TL dev elyav Béon oTo xuplwe uépog Tne epyaoiog
OANG efvan amopolTTaL ol CUVELSPEQOLY OE €vay amd Toug Pacixol oTdyoug
HLOIC LETATTUYLOXAC ERYAOlog, TNV TANROTNTA TNS. Luyxexpidéva, oto ITapd-
eTNua A, dlvouue Uia qUTOTENY EloaywyY| OTIC oLUHOPPeS Bewpieg medlou.
Puowxd, Ta mepleydUEVIL TG EVOTNTOC AUTAHSC UTopolv Peedolv o elatpeTind
BiBAlor xou Staké€ele, amd to onola pepind mopatibevion oto téhog. Xto ITopd-
etnpata B,C, Beloxovtal xdnolo teyvixol unooyiouol ot onolol o anonpoca-
vatollov Tov avaryveotn éav mapatiBoviay oto xplo pépog g epyaoctog.
TéNog, oto IMapdptnua D, dlveton pio eloaywyy) oTIC OTLVOPLUXES OVO-
napactdoeic o N dlaotdoelg pall ue v yebodoloyla yia to twg utoroyilovto



auTES Yo To YovtéNo SYK.
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Chapter 1

Introduction

1.1 Origin and Motivation

The Sachdev-Ye-Kitaev model was recently proposed by A. Kitaev [1|. It
a quantum mechanical model with quartic all-to-all interactions between N
Majorana fermions. Its Hamiltonian is

N
1
H = 1 Z Jikim T T T Ty - (1.1)
T ik lLm

It can be thought as variant of a model proposed by Sachdev and Ye [15],
which was introduced to describe a Heisenberg magnet with random all-
to-all interactions. The Hamiltonian of the Sachdev-Ye (SY) is given by

1 L
H W;stzsj, (1.2)
where the operators Si, é,j obey the su(M) algebra and the coefficients J;;
are random numbers chosen from a normal distribution and denote the
strength of the interactions. The SY model is solvable at N — oo, M — o0
and was first discussed in connection with holographic correspondence in
[31], where Sachdev showed a close correspondence between holographic
metals near charged AdS black holes and the fractionalised Fermi liquid
phase of the lattice Anderson model.

The SYK model becomes solvable in the N — oo limit, where the Feyn-
man diagrams consist of melonic diagrams for the two-point function and
ladder diagrams for the four-point function. Consequently, it is possible to
derive relatively simple expressions for the Schwinger-Dyson equations of
the two-point and the four-point functions.

At low energies (IR limit), the two-point functions are solvable and ex-
hibit conformal symmetry, which, however, is broken at higher energies.
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The conformal symmetry and its breaking at higher energies is also present
at the four-point function.

Furthermore, by studying the out-of-order-time correlators it has been
shown that the Lyapunov exponent that characterizes the chaotic behaviour
of the system takes its maximum value, A\;, = 2Z. It has be shown that this
is the maximal allowed Lyapunov exponent for a large number of quantum
systems, such as the large N systems of which the SYK model is an example
[9]. The same bound is saturated by a black hole in Einstein gravity [11].

The maximally chaotic behaviour, the exact solvability and the sim-
ilarities between the two- and four-point functions of a 1+1 dimensional
Schwarzschild black hole and those of the SYK model, led Kitaev to pro-
pose this model as a holographic dual of a Schwarzschild black hole in 1 +
1 dimensional spacetime that is asymptotically AdS [1].

The proposed duality between the SYK model and black holes is an
example of the AdS/CFT correspondence, a conjectured duality between
strongly coupled gauge theories and gravitational theories on the AdS space-
time. The conjecture was introduced in the groundbreaking paper "The
Large N Limit of Superconformal field theories and supergravity” by Malda-
cena [18]. The main claim of AdS/CFT correspondence is that the generat-
ing functionals of strongly coupled gauge theories and gravitational theories
on the AdS spacetime are equal [29]. Although the AdS/CFT correspon-
dence has not been proven rigorously, it allows the study of strongly coupled
gauge theories by considering weakly-coupled gravitational theories on the
AdS spacetime and vice versa. This is useful because the perturbation meth-
ods do not work with strongly-coupled systems due to the lack of a small
expansion parameter.

As a tool of investigating black holes, the SYK model has a few problems.
One of the main problems is that real quantum systems do not have random
interactions that are averaged over a probability distribution. Therefore it
is not immediately clear if the SYK model can be used to investigate subtler
properties of black holes. Recently, a tensor model without these random in-
teractions has been proposed [4,5], which shares the most important features
of the SYK model without having random interactions.

One final remark, is that the SYK model can not be thought as and
example of AdSe/CFT; as as we will see the conformal symmetry is spon-
taneously and explicitly broken. The appropriate way to study the model is
to consider it as a nAdSy/nCFT;, where n stand for nearly. Then the bulk
dual is thought to be a nAdSs model which exhibits the same symmetry
breaking pattern [12,23,24].
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1.2 Outline of this thesis

The focus of this Master thesis is the CFT aspect of the SYK model. In
chapter two, we study the two-point function and show, using standard
perturbation techniques, that in the large N limit the only contribution to
the two-point function comes from melonic diagrams. Taking advantage of
this property we derive the Schwinger-Dyson equations and then study the
IR limit of these equations. We prove the emergent conformal symmetry of
the S-D equations and its spontaneous breaking by the chosen ansatz.

In chapter three, we study the four-point function and the ladder di-
agrams, which are the only ones that contribute to the four-point function.
Then, by using conformal symmetry in the low energy limit, we compute
all the relevant quantities (such as the eigenfunctions/eigenvalues of the
Casimir and the kernel) that lead us to a final expression for the four-point
function. Throughout this chapter as we will mention we avoid the h = 2
contribution that leads to divergences, but in the end we present a short
discussion /review of this particular contribution based on [2].

In chapter four, we present and discuss the six- and eight-point func-
tion, or equivalently the bilinear three- and four-point function respectively.
For the six-point function we categorize the contributing diagrams to contact
and planar diagrams and present the contribution of each one. Consider-
ing the eight-point function, we make a short discussion about how one can
produce all the relevant diagrams for all 2n-point functions by cutting the
vacuum melon diagram. Then, we present the contributing eight-point dia-
grams along with their interesting fact that they are completely determined
by quantities already computed in the two-, four- and six-point functions.
Based on this result, we discuss how such a fact implies the full solvability
of the SYK model. More technical details for the topic presented in this
chapter can be found in [13].

In chapter five, we study the effective action of the model which is
derived by performing the annealed disorder method which practically means
that one directly averages the partition function. Then, by integrating out
the fermion fields and introducing the bilocal field G, we find out the the
model becomes classical in large N and the effective action gives the already
derived S-D equations. Then, we prove the O(NN) symmetry of the action
of the model and derive the conserved current only for the free action since
the interaction term is bilocal and thus the Noether theorem is not valid.

In chapter six, we study the fluctuations of the bilocal fields or their
reparametrizations. Before that, we prove rigorously the emergent confor-
mal symmetry of the action in the IR limit and discuss the reason it is
explicitly broken away from this limit. Then by considering the fluctua-
tions of the bilocal fields we end up with an action that its zero modes turn
to be eigenfunctions of the kernel with eigenvalue one. These are exactly
the eigenfunctions that lead to a divergent four-point function. We discuss
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the physical interpretation of these zero modes as Nambu-Goldstone modes.
Then, by imposing some qualitative argument we find that the action of
these reparemetrizations is the Schwarzian derivative.

In chapter seven, we present a review of the basic concepts of quantum
chaos, the scrambling of information and the conjecture about a universal
bound on the Lyapunov exponent. Equipped with these tools, we study the
out-of-time-order correlators of the SYK model, only to find out one of its
most important features: its maximally chaotic behaviour.

In chapter eight, we shortly present some intriguing variants of the
SYK model along with their advantages and problems. Then, a short dis-
cussion is made about the active research for the bulk dual for the model
under study and finally we end the main part of this master thesis by pro-
viding some conclusion about the hallmark features and the problems of the
SYK model.

In appendix A, we review the basic aspects of conformal field theory
as its features are heavily used throughout this work. Although, the con-
text presented in this appendix can be found in many excellent textbooks
and lecture notes, this appendix helps towards one of the main goals of this
thesis, its completeness. In appendices B,C, we have included some tech-
nical computations that would disorient the reader if they were included
in the main part. Finally, in appendix D, we present a short discussion
about spinor representations in various dimensions and how we can find the
appropriate representation for the SYK model.
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Chapter 2

Basic aspects of the
Sachdev-Ye-Kitaev model

2.1 Introduction to the SYK model

The SYK model is a quantum mechanical model in 0+1 dimensions that
consists of a Hamiltonian with random all-to-all interactions between N
Majorana fermions'. The Hamiltonian is given by

1

H
4!
j7

N
> Tikm TR T (2.1)
k,l,m

The Majorana fermions z; obey the anticommutation relations {x;,z;} =
204, from which we can deduce that these operators are dimensionless and
that x? = 1. Regarding the variable Jji,, it is randomly drawn from a
normal /Gaussian distribution and it is time independent. This means that
we study a model with quenched disorder. These variables have dimension
of energy.

We can show that Jji, is completeley antisymmetric because

SiklmTj TR T Ty = i(t]jklmxjxkl'lwm + Jhjim TR T1Tm)
1
= i(ijlmxjxkxlxm — Jhjim T T T T
and for this sum to be different than zero we must have Jjiim = —Jijim-

This property of antisymmetry holds for all possible pairs of indices. It is
important to mention that these variables vanish if 2 or more indices are
the same.

'For more details, see Appendix D
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The Jjm are drawn from a distribution with

N3 N3 T2 im
P(Jjkim) =/ W%p( - T}Q% (2.2)

N
where Jfklm = JjkimJjkim and J? = Zj,k:,l,m JikimJjkim- To compute the
average Jjiim, we will integrate over the probability distribution (with no

summation over the indices):

Jikim —/ d(Jjkim) Jjrim P (Jjkim) =

I

—o
N3 > N3,
=4\ — d(J; Jinmexp( — —2) =
12772 /_oo ( jklm) jklm p( 12,2 )
as an odd function integrated on a symmetric interval. Moreover, we com-

pute

o0
S im :/ A(Tikim) st P (Jikim) =

N3 oo 5 N° T imy 312
= Vg | 0 Bamesn = 5") = 5

26—0,332 — T

where we have used the Gaussian integral ffooo dxx Ta3 -
So, we have
Jikim = 0, (2.3)
— 31J?
Tim = N3 (2.4)

The Lagrangian (in Euclidean space) of this model is

Az (2.5)

1
L=-
9% dr
Using the Euler-Lagrange equations and the anticommutation relations of

the fermions we have:
dL d ,dL
T
da:j ClT dl‘j
1 1 .
ijlm:cka:la:m — (—ixj) =0

. 1
xT; = 30 Z Jiklm TET T,

" klm

(2.6)
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2.2 Two-point function
The two-point Green function in Euclidean space is defined as:
Gij (1) =< Tzi(1)x;(0) >=< x;i(1)z;(0) > 0(17)— < z;(0)z;(T) > 0(—7).
(2.7)

An important quantity that we will use from now on, is the normalized trace
of the above two-point function. We will denote it as:

N
1
Go(7) = > Goi. (2.8)
i=1

The generating functional for the free Majorana fermion is given by (where
J; is a source):

dx ;
ZO[J] = /D$1...DmNe_de(;mjdTJ-&-szj)

(2.9)
_ Ne%fdeT,Jk(T)A(T—T,)Jk(T/)‘
The propagator A(r — 7') satisfies the equation
iA(T -y =0(r -1 (2.10)
dr ’ '

This equation is solved by the function sgn(7) = 26(7) — 1, so we find that

Alr—7)= %sgn(T - 7).

Now, we are able to compute the two-point function using the equation

5; & 6

Go,ij(1) = Z[0] 67,(7) 5Jj(0)ZO[J”J:0' (2.11)
We have
Go,j(1) = 2(5[6] 5 Jf(T) B / deA(_T/)Jj(T/)+% / dTJj(T)A(T)]

« e%dedT/Jk(T)A(TfTI)Jk(T/)'

Differentiating once more and setting J = 0 we get

N

1 1 1

Go,ij (1) = A(1)0ij = sen(r)0ij, Go(r) = 1+ Y Goai(r) = 5sgn(7).
i=1
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(2n+1)m

By Fourier transformation we can calculate Go(w) with w =
where w are the Matsubara frequencies and ( the inverse temperature. Thus,
for i = j we have:

B , 1 [P ,
Go(w) = / dre™"Go(T) = 2/ dre"Tsgn(r) =
0 0 (2.12)

1 B , 14 . 1
=— dre?™ = ——— (P —1) = ——.

2 /0 T 2w( ) w
As expected due to the fermionic nature of the theory, the Green’s function
is odd and antiperiodic (the period being ). Summarizing, we have two
important results:

Go(r) = %Sgn(T), (2.13)
Go(w) = —%:5. (2.14)

2.3 Two-point function of the full interacting the-
ory for large N

We will now compute the full two-point function of the model using pertur-
bation theory and as we will see due to the large N limit and the disorder
average, we will end up with some simple diagrams.

We have:
< T(za(m1)mp(T2) >= /D«Tz‘esxa(Tl)xb(TZ) =

= /D:L‘ie_fLOdTiL'a(Tl)l'b(Tg) <1 — /dTLmt + ;(/ dTLint)Q + >,
(2.15)

where L, = % Z;Vklm JikmTjTpT 1T, We will now compute each term
separately. The first term is the free two-point function as we have showed
in the previous section:

1
/Da:ie_fLodTaza(Tl)xb(Tg) = §5absgn(7'1 — T2). (2.16)

The second term is:

S |
/DziefLodT Z ijlm4!/dTajj(T)ﬁk(T)xl(T)l‘m(T).CUa(Tl)xb(Tg) =0,

7.k, lm
(2.17)
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because as we have shown Jj,, = 0. So, in first order we do not have any
contribution to the two-point function.
Next, we will compute the second order term:

N

24‘4' /Dl’l — [ Lodr,, o(11)xp(72) Z Jjkim npqr/dT

gk, dmon,p.q,r (2.18)
/ A7 () (7)1 (T) T (T) 20 (7)) 2 (T 20 (71 2 (7).

We will now use Wick’s theorem and the fact that every contraction gives
Goij(T —71")d;5. Tt is also important to avoid contractions that will result in
giving the same indices in J. For simplicity, we will denote the contraction
showing only the indices of each operator.

Thus, we have:
abjklmnpqr

The first possible contraction is:

.
abjklinpgr (2.19)

We end up with the expression:
1 4!
2 4,4] drdr’ Z ijlm npqr abéjnékpélq(serO(Tl - 7'2)[G0(7- - T )]4
jklmnpqr
(2.20)

This expression gives us the following Feynman diagram, in which after di-
viding by Zy the vacuum bubble will be eliminated.

T &——e 72

We now move to a different contraction:

xuianll

abjklmnpqr (2.21)
The expression is:
1 S
4|4| deT Z ijlm npquO aj 5@] ( T)GO,lm (’7'/ — 7_2)5lm

Jklmnpqr

X G jop (T — T/)(skpG07lq(T — T/)(squ()’mr(T — 76,
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where S is the symmetry factor (in this diagram S =4-4-4-3-2-1-3-2-1).

To compute above expression, we will impose the rules that come from
the delta functions and in the end we will compute the disorder average.
Using

Z 6k‘p(5lq5mr = N3’
klmpgr
we end up with the expression
18

2 414! N / dTd7" Jakim Jokim Go,aa (11 — T)Gop (7" — 72)[Go (T — )], (2.22)

We must now compute the disorder average. Using the results (2.3),(2.4)

we have: -
T Jakim X Jpkim =0 ifa#b
aklmJbklm — Jf,dm _ 3]'\[7‘]32 Fa—b
Finally, we get
3172 S
5 a1 drdr' Gy aa(m1 — 7)Gopn (7" — 72)[Go(T — 7))?, (2.23)

which corresponds to the watermelon diagram:

T T2
Figure 2.1: The watermelon diagram

4
The next non-vanishing contribution comes from % < f dTLmt) , we have

the diagram

The above diagram corresponds to the following expression:

S
(4‘)5 / deTldT”dT”/ Z Z ijlm JNqu chef Jghsw

Jklmnpqr cdefghsw
x Go.aj(ts — 7)04;[Go(T — T)1261p0100mrGone(T — T")ne

X [GQ(T// — T///)]35dh6555fw5bgG0,bg(7'/// — 7'2).

Again, from the summation of the delta functions we get

Z Z SkpOiqOmrOdndesd fuy = N°.

jklmnpqr cdefghsw
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Thus, (ignoring the symmetry factor and the constants from perturbation
theory) we have

NS / drdr'dr" dr"" JakimJekimJedef Jode fGo(m1 — 7')[Go (T — BEGo(r' = 7")
% [Go(TH _ T/”)]3G0(Tm o 7_2)_

In order to obtain a non-vanishing result we must set impose now the con-
dition ¢ = b = a. Then, the above expression becomes

12 74 N6
(3')]\{6 N /deT/dTHdTWGQ(tl — ™ [Go(r = T3Go(7 — ")
% [Go(’T” . 7_///)]3G0(7_/// _ 7_2).

Again, we see that in the large N limit, this diagram contributes to the full
two-point function. From the calculations of the previous two diagrams we
can deduce the rule that every internal propagator that is included between
the 2 vertices that we compute the disorder average contributes a factor
N to the diagram. That means that in 2.1 the three internal propagators
between the vertices 7,7’ give a N3 contribution. Keeping this rule in mind,
we examine the following diagram:

=< -

As we can see, it is the same diagram as before except that the disorder
averages are computed in a different way. doing the same procedure as
before we get:

N2 74
(3}3[6;] Z 04105 0kk0ii Opb / drdr'dr"dr" Go(t1 — ) [Go(T — T’)]3G0 (' —7")
4,5,k,b

% [Go(T” _ 7_///)]BGO(T/// _ 7_2)7

where the indices ¢, j, k correspond to the internal propagators that connect
the vertices a, b and the index b corresponds to the internal propagator that
connects the vertices b, b. It is crucial to mention that the disorder average
from vertex a to the other vertex a impose the condition that the internal
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propagators from the vertices a — b,b — a must be the same. Because
of this, we get a factor N* instead of N® from the summation of the delta
functions. Overall, we get:
3N2JANA
()]\76 Z 6ii5jj5kk5ﬁ5bb / deT,dT”dT”/GQ(tl — T/)[G()(T — T/)]3G0(T/ — ’7’”)
i?j7k7b
% [GO(T” o T/”)]SG()(T/” o 7,2)7
(2.24)

This diagram contributes as ﬁ and in the large N limit it vanishes. We
can conclude that the only diagram that contribute to the two-point func-
tion in this limit are the ones with the structure of the watermelon diagram.
We demonstrate another diagram:

Now, inspired by 2.1 we define the self energy
Y(11, 1) = J2G(11, )3 (2.25)
Then, we have the Dyson equation for the full two-point function:

G =Gy + GoXG + GoXGoXGo + ...
= Go[l + XGp + XGoXGo + ...] (2.26)
= Go[l — BGo] 1,

where in the last line we have resummed a geometric series. This can also
be written as

Gl=Gyt -3, (2.27)
and in frequency space we have:
1
— = —iw — X(w). 2.28
G = (2:28)



2.4 Strong coupling limit

As we have seen, the parameter J has dimensions of energy so it is a relevant
coupling. This means that in the IR limit it is strong and we can’t use
perturbation theory. The dimensionless coupling of the theory is 8J. So
the strong coupling limit (at low energies) is defined by J >> w >> 7L
In this limit, we can ignore the first term in the right hand side of equation
(2.27). Thus , we have G x ¥ = —1. Using Fourier transformation we have
the following equation to solve

/dT'G(T, (', ") = -5(r — 7). (2.29)

One very interesting consequence of the IR limit is the emergent confor-
mal symmetry of the above equation. In one dimension, every smooth trans-
formation is a conformal transformation so we have Conf(R') = Dif f(R').
Suppose we make the parametrization 7 = f(7). We suppose the following
equation:

JQ/dT/G(f(T),f(T'))[G(f(T’),f(T”)]3 = —0(f(r) = f(r")).  (2.30)

We want to show that if and only if the two-point function transforms as a
conformal two-point function, that means

G(r,7') = |f'(7), f(T)2G(f(7), (1)) (2.31)

where A = i , then equation (2.29) is invariant under the reparametrization
7 = f(7).We have (for generality, we replace the interaction appearing in
(2.30) with general q interactions between the fermions):

7 [arc et

=ﬁ/WWMJWMWWM%WM”mﬂmWMWMﬂJHW*

" q—1
_p / i () - [ ]{ (i,?)} FENGE ), FENIGE), F(r]eL,

We now change the integration variable: f = f(/),df = f'(v')dr’ . Thus,we
get:

J? / dr'G(r,7)[G(7, T")]qfl
(2.32)

PO ren.

- 2 [afte. s nicue. e [ 18
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Using equation (2.29) we finally get:

J2/dT/G(T),T/)[G(T/,T”]q_l

= —f(To(f(r) = f(")) = =é(r — "),
To derive this, we have used the identity mé(az —x0) = 0(f(x) — f(x0)).
Thus, we have proved the emergent conformal symmetry of the propagator

in the strong coupling limit. It is believed that this a necessary and sufficient
condition for the entire model to be a conformal field theory in this limit.

(2.33)

We now give a simple example that justifies this consequence. Suppose
f(7) = ar. Using the transformation rules, we have

G(r,7') = VaG(f(7), f(r').

Plugging this result to equation (1.26) we get

1
P [ adr G5 (), NG ). £ = =387 =),
which is the correct transformation of the equation (2.30).

Taking under consideration the emergent conformal symmetry, we use
an ansatz of the form:

G(r) = T ‘bQAsgn( . (2.34)

By inserting this expression in (1.26) we will determine the constant b. We

have: ( ) ( "
2,4 sgn(t —7')sgn(r — 7
J°b /d’]’/ T TP |y — 7oA (2.35)
We now use the Fourier transformation:
Sgn(T) dw —ZUJT 2A—1:691—2A (1 — A)
= | — w 12 T sen(w).
EES 27T |w] \F (2+A) gn(w)
Thus, (2.35) becomes (for A = 1):
1 3
92,4 ,dw dcu _,Lw,r i T iT’(w—w’) _1. 1 P(l — 1) F(]. — Z)
—Jb [ dr e e lw| "2 |2
or 21 © FrG+H)rhG+3)
2 Tt 2Ty
1
From the properties of Gamma function we get F(%) = F(44) . Using
/
(5((«} _ w/) _ / Céiei’r’(w—w’)’
T
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the equation (2.29) for the given ansatz becomes:
dw ; /
—4.J% / Twew(T*” = —0(r —1"). (2.36)
™

We now use the Fourier transformation

S(r—1") = /dwe_iw(T_T”).
2T
1
b= (4J27r>
J2pir = <1 — 1) tan <7T> .
2 q q

The full two-point function (in the strong coupling limit and zero tempera-
ture) is given by:

Finally, we find that:

N

For general q, we have

1 1 sen(T
G(r) = (4J2ﬂ) f’;’gA). (2.37)

To get the finite temperature version of the full two-point function, we use
flr) = tan%T as a reparametrization. Using the transformation properties
(2.31) we get:

8 tan?

The full two-point function for a finite temperature is:

Gg sgnT. (2.38)

ri 1
()= V2J0 \ /sin%
2.5 Spontaneous symmetry breaking

It is very important to notice that the ansatz (2.37) we have chosen causes
the spontaneous breaking of conformal symmetry down to SL(2,R). The
SL(2,R) is defined by Moebious transformations of the form

ar +b

T— f(r) = L d ad — bec = 1. (2.39)

The derivative of this transformation is:

i) = —
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We will prove now the invariance of G(7,7’) under (2.39). For simplicity, we
take 7 = 0. Using the appropriate transformation rule we have:

1 n(r
G(r,0) = 17/(7), FOIRGU). S0) = (o * s Ty 9
ct+d d
B 1 1 sgn(7)|d(cr + d)|*A _ sgn(7)
Tler P [P frlad b3 PR
(2.40)

But if we apply a transformation f(7) € Conf(R') but f(7) & SL(2, R) we
can see that our ansatz is not invariant. For example we take f(7) = at?.

Using the transformation rule we have:

sgn(ar?® —at'?)  sgn(r —1')
|7-2 77./2|2A |7.77./|2A :

With this two derivations we have proven the spontaneous breaking of the
conformal symmetry which is a landmark feature of the SYK model.

G(r, ') =PI - (2.41)
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Chapter 3

Four-point function

In this chapter we will study the four-point function which lead to some
interesting results. As we have seen, in any correlation function the average
over the disorder J;, ;. will give zero unless the indices are equal in pairs.
Keeping this in mind the most general four-point function is

(i(m)zi(T2)m;(73) 25 (7)) (3.1)

Now we consider averaging over ¢, 7 indices. Thus, the averaged correlator
is:

N
% ”221<T(ffi(ﬁ)ffi(72)$j(TB)!E;’(M))) = G(112)G(T34) + %]‘—(7’1, s Ta)

(3.2)
where ﬁ is put for normalization purposes. In the right hand side,we have
the disconnected piece after the contraction of the full propagators plus a
power series in 1/N. The disconnected diagram

71 T3

T2 T4

gives a contribution of N2 due to the summation over 7, j and together with
the normalization factor 1/N?, it gives a zeroth order contribution in powers
of N.

3.1 Ladder diagrams

We will now analyse the first ladder diagrams that are needed to compute F.
These are diagrams with n rungs. Denoting a diagram with n rungs as F,,
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we have F = ) F,. The first diagram that contributes to the four-point
function is

7 —— 73

T —mM8m T4

and its expression is given by the product of the propagators
Fo(r1..11) = =G (113)G(124) + G(714) G (723), (3-3)

where the second term gives the same diagram but with (73 +> 74) and a rela-
tive minus sign due to the anticommutation relations that the fermions obey.
The propagators set @ = j in the sum (3.2) so this gives an N contribution.
Combined with the factor 1/N?, this diagram gives a 1/N contribution.
Moving to the next diagram we have one rung. The diagram is the following

1L S Ly

To— = T4

and the expression is given by:

Fi=J%(q— 1)/d7’d7” |:G(T1 —7)G(my —T)G(1 — 7')172
x G(1 = 13)G(1" — 1a) — (13 ¢ T4) |, (3.4)

where we have integrated over the locations of the ends of the rung. This
diagram also contributes 1/N. That is because we get a factor 1/N? from
the disorder average and we also have a factor of N? from the internal
propagators and a factor N? from the sum over the indices i,j. Thus a
factor N divided by N? ( the normalization factor) gives us at the end a
contribution of 1/N. Another way to check this is by ignoring the sum of i,j
indices and the normalization factor and focus on the rung. Then we get a
factor 1/N97! from the disorder average and a factor of N97=2 from the sum
of the internal (¢ — 2) indices of the internal propagators.

The factor (¢— 1) comes from the choice of which of the lines coming out
of the interaction vertex should be contracted into a rung and which should
continue on as the side rail. In our case, where ¢ = 4 we get a factor 3. We
will use now the fact that every ladder diagram is produced by multiplication
by a kernel K as we can see in the following figure:
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As we can see we can write a ladder diagram as:
Fo+1(11, 72,73, 74) = /deT/K(Tl,TQ;T, T Fu(7, 75713, 74), (3.5)

with the kernel being
K(11,79;73,74) = —JQ(q — 1)G(7'13)G(7'24)G(7'34)q72. (3.6)

We can think of the integral transform in the previous equation as matrix
multiplication with the first 2 arguments of the kernel forming one index
and the last 2 arguments forming the index that gets integrated. This way,
the sum of all ladder diagrams is a geometric series.

[e.¢] oo
F=Y A= LK R = R
n=0 n=0

- 1 (Wn(x); Fo)
= zh: Vnl)1 ke(h) (Yh(X), On(x))’

(3.7)

where Wy (x) are the eigenfunctions of the Casimir operator and k. the eigen-
values of the kernel. To compute this sum we must first understand how to
diagonalize K. As we can see by the way we have defined the kernel, it is
not symmetric in (71, 72) <> (73, 74) because:

K (73,74, 71,72) = —J*(q — 1)G (11, 73)G (72, 74) G (11, 72) 2. (3.8)

However we can define the symmetric version as follows:

-2
K (11,725 73,74) = |G(112)|"T K (71, 795 73, 74)|G(734)

= (g = |G ()| 'F Glno)Gra) Gl 2

2—¢q
’ 2

(3.9)

Now that we have shown how to symmetrize K, we can deduce that K has
a complete set of eigenvectors. We will consider this kernel to act on the
space of antisymmetric functions of two arguments.

3.2 Using conformal symmetry

What we have said is true for any value of the coupling 5J. Now we will
consider the conformal limit 5J > 1. We can now use the expressions we
have found for G.(7). Using these expressions we can see that the kernel
has no J dependence. Indeed:

9 1 1/q 1 1/q 1 q9—2/q 9 1
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To find the explicit expressions for the kernel we substitute G.(7). We have:

_i sgn(Tlg)sgn(Tg4)sgn(734)
ao |Tig[PA 7242 aaP 42

K.(11,70;73,T4) = (3.11)

where
1 2mq

(a=1)7% (4~ 1)(¢ - 2)tan (z)

Using this expression we can compute some of the correlators in the confor-
mal limit but we have to be careful because some eigenfunctions of K can
have the eigenvalue K, = 1 and then the geometric series (3.7) will diverge.
The crucial property to diagonalize the kernel is the use of conformal invari-
ance. We will use the following generators:

ap = (3.12)

D=—-78,—A, P=0, K=r1%,+27A. (3.13)
We will now derive their commutation relations: For example,
(D, K] = (=78, — A) (720, + 27A) — (120, + 27A) (=78, — A)
= (—27%0, — 7°0% — KA — 2A7) — (=720, — 7202 — KA — 2720,
= 720, - 2AT = - K.

Finally, we can see that the generators obey the following commutation
relations:

[D,P|=P, [D,K|=-K, [P,K|]=-2D. (3.14)

These generators commute with the kernel K. up to total derivatives with
respect to 73, 74. That means:

(D1 + Do) Ko(11, 72,73, 74) = Ke(71,72573,74) (D3 + Dy) . (3.15)

The same holds for the P and K generators. We will confirm this relation
for the P generators. We have:

(Pr + Po)Ko(11, 72373, 74) = Ke(71, 72573, 74) (P3 + Py) . (3.16)

The left hand side can be written as [ dﬁdrg(cgff + ‘éléc)ua(ﬁ,m), where

u, are the eigenfunctions of the kernel. The right hand side is:

/dTSdT4Kc(Tl7TQ;T3,74)1%4Ua(T3yT4) = /dedT4PEa4(Kc‘Ua)—

i d L d .
/dT3dT4(P34Kc)Ua = dTB(KC “Ug)| T + TM(KC g ) | oo —

R d d
/d73d7—4(P34Kc)ua(7—377—4) = dng(Kc g )| %% 4+ TM(KC U)o —

/dT1d72(1512Kc)ua(717T2)- (3.17)
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As we can see we get the left hand side plus some total derivatives. We
should be careful about dropping the boundary terms. The commutation
we have shown means that the generators of the conformal algebra take the
solutions of Ku, = g(a)u, to new solutions with the same eigenvalue.

We find conformal symmetry to be useful in two ways.

e First, as we have seen Fy is a product of two-point Green functions
which transform in a conformal way. That means that also Fy trans-
forms as a conformal four-point function. That implies that we can
write the ladder diagrams J,, as simple powers times a function of the

invariant cross ratio
_ T12734

T13T24
This will allow us to represent the kernel in the space of function of a
single cross ratio K.(x; X) instead of function of 71, 79, 73, 74.

e Second, it implies that the kernel commutes with the Casimir operator
C142 defined as:

(P + P2) (K1 + K2).

(3.18)
Using the commutation relations of the generators and the fact that
two generators acting on different times commute we get the expression
for the Casimir:

- . 1 - A . A 1
Cii2 = (D1 + Dg)* — §(K1 + K2)(Pr + P2) — 3

Crio =2(A? = A) = K1 Py — P LKy + 2D, D, . (3.19)

The Casimir is a differential operator with eigenfunctions given by sim-
ple powers times function ¥y (x). The fact that the kernel commutes
with the Casimir operator tells us that the eigenfunctions ¥y () of the
Casimir are also the exact eigenfunctions of the kernel K.(x; X).

3.2.1 The four-point function as a function of cross ratios

In the strong coupling limit, taking advantage of the emergent conformal
symmetry, we deduce that the ladder diagrams F,, will transform as confor-
mal four-point functions:

Fu(T1, 72,73, 74) = Ge(T12)Ge(T34) Fru(X) - (3.20)

We use the antisymmetry under 71 < 70,73 <> 74 ,the symmetry under
(11,72) <> (73,71) and SL(2) transformations and we can set 7p = 0,73 =
1,74 = oo and 75 > 0. The cross ratio now becomes x = 75 > 0. Using the
time-ordering in the definition of the four-point averaged correlator we have
the following cases:
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{ +(zj(00)z;(1)zi(x)=:(0)) 0 <x <1
—(zj(00)zi(x)z;(1)x:(0)) f1<x <oo
In the region x > 1, the correlation function has an extra symmetry.
To see this, we use the following nonstandard map
T—2 0

= tan—.
T an2

The operators for 7 = 0,1, 00 get sent to the points —m, —F, 5. For 7 = x
the operator get sent to some coordinate 8. The symmetry § — —6 of the
circle translates to x — % This can be checked as following:

T2 92 To—270+2

o1 e 2 —0
. ‘11'2 = 27'2 - = s = tan—- ) (321)
1 =1 E 2

which is the correct transformation. As a consequence of this symmetry,
in the region where y > 1 we must have F(x) = F (%) Moreover using
this symmetry we have F(1) = F(co). This maps the interval 1 < x < 2
to the range 2 < x < oo with fixed point at xy = 2. This implies that the
full F(x) can be fully determined once we know the function in 0 < x < 2,
and that the derivative of F must vanish at x = 2. This can be checked by
differentiating F(x) = F(X7). We get F'(2) = —F'(2), so the derivative
must vanish.

Another advantage is that ladder kernel can be written as

-
Forr(x) = /0 i’gmu,@fn(x), (3.22)

where K.(x, X) is the symmetric kernel in terms of hypergeometric function
as we have shown in chapter 3 of the appendices.

In the following section we will compute the eigenfunctions of the Casimir
operator, the eigenvalues of the kernel and the necessary inner products for
equation (3.7).

3.2.2 Eigenfunctions of the Casimir operator

We will now compute a complete set of eigenfunctions of the Casimir C19
with the required properties. We will derive now how the Casimir operator
acts on functions of the cross-ratio. The explicit calculation can be found
on the appendices. We find the following relationship:

1 1

01+2Wf(x) = ch(x) ; (3.23)

31



with C = x?(1 — X)@i — x%0y. Writing the eigenvalues as h(h — 1), we
have to solve the equation Cf = h(h — 1) f. The general solution is a linear
combination of

Xh2F1(h7 hv 2ha X)7 Xl_hQFl(l - h7 - hv 2— 2h7 X) . (324)

We now need to select a from this set a complete basis for functions that
satisfy f/(2) = 0. Moreover these functions should be normalizable with
respect to the inner product

2
(0, f) = /0 Cfgg*u)f(x). (3.25)

We will use this product to make C hermitian. As we know, the eigenfunc-
tions of a hermitian operator are complete so we will use this fact and try to
make the boundary terms that will occur vanish. The hermiticity condition
is:

2
0=(9,Cf)—(Cy,f) = /0 dx ("= X)f" =g = (" (L= x)f — "' f)]

2

=g - —g"Q -] =" —x)f —g"(1—x)f] ) :

0
(3.26)

As we have seen f’(2) = 0, thus the boundary term at y = 2 vanishes. The
boundary term also vanishes at x = 0 if we impose that f — 0 faster than
x!/2. The eigenfunctions (3.24) at x = 1 have logarithmic divergence as
they can be approximated by f ~ A 4 Blog(l — x) for x — 17 and f =~
C+ Dlog(x—1) for x — 17. Consequently, for this boundary term to vanish
we must impose that A = C, B = D. In other words, the eigenfunctions
must approach x from xy — 17 and xy — 1~ in the same way. We will now
determine the correct set of eigenfunction with the properties we mentioned.
First, in the region x > 1 we impose the condition f’(2) = 0. Using special
hypergeometric identities and a convenient normalization factor we get:

(2 — X)2)
X2

Uy = ra/z _\h//;)r(h/Q)zFl(h/Qa h/2,h,

In the region x < 1 we have the linear combination:

x> 1. (3.27)

X' "o Fy(1—h,1—h,2—2h,X).

(3.28)
As we expected from the equation of the Casimir operator, in both region
we have U, = U;_j,. We can now expand these eigenfunctions for y = 14¢

_ D)2 L(1—h)
\Ilh = Am 2F1(h,h,2h, X)+Bm
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and Y = 1 — € to study the behaviour around xy = 1 and determine the
factors A, B. We get:

1 tanmh mh tanmh
T B:A(l—h):—tan7 5

tanT

A(h)

(3.29)

The last condition we have to impose is that the eigenfunctions must vanish
as fast as z1/2 as x approaches 0. We have two types of solutions based on
the fact that h > 1/2.

1. h=2n,n =1,2,3... .For these values A =1 and B vanishes.

2.h = % + is Together with these two sets the eigenfunctions given by
(3.27),(3.28) in the related regions form a complete basis of normalizable
function with the conditions we have imposed.

3.2.3 Eigenvalues of the kernel

Having now computed the eigenfunctions of the Casimir operator, we pro-
ceed to the computation of its eigenvalues. As we have shown, the Casimir
operator commutes with the kernel K. (3.15), so the Casimir eigenvalues
are also eigenvalues of the kernel. The most intuitive way to compute them
is to solve the equation K.(x, X)¥x(X) = ke(h)¥(x), where we have avoided
the integration for simplicity. However, there is a simpler way to get the
answer. We think about the Casimir as acting on two times C112. We then
have the equation C149¥) = k.(h)¥p. The eigenfunctions of the operator
turn to be of the form of a conformal three-point function of two fermions
and an operator of dimension h. Written as linear combination we have:

Uy (1, 72) = / drog (1) f(1,72),

sen(m — 7) (3.30)
where f7°(71,m2) = )
fh ( 1 2) |7'1*7'0|h|7'2*7'0’h’7'1*7'2|2A7h
To determine the eigenvalues we have to solve the equation:
T o / . / Sgn(T - T/)
ke(h) 70 (1, 72) = /deT K.(11,10;7,7") 7 — 1ol [7 — ro|P|r — 7|2A R
(3.31)

Using SL(2,R) symmetry we can move 7y around also set 7 = 1,75 = 0.
We, then set 7y to approach infinity. Thus:

_ /
k.(h) = /deT'Kc(l, 0; 7, T,)isgn(T, 2AT_)h
7~ (3.32)
sgn(1 — 7)sgn(—7")sgn(r — ') '

1 /
=—— | drdt |7 — 7/[2-28=h|/]2A]] — 72A

a0

The straightforward way to evaluate this integral is by dividing the integra-
tion regions according to the sign functions. But there is a quicker and more
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elegant way. We make use of:

sgn(T) /dw iwr o1 e L1 =9%)
— = | —e cla)|w sgn(w), cla) =212 T—=
ER o (@)|w]|* " sgn(w), () \fr(%+%)
(3.33)
By using this identity we can write the factor 1/|7 — 7/|>7247" as a Fourier

transformation. We get:

/dw|w|2—2A—h—1C(2 —2A — h)sgn(w) * /dTe—z'ngn(l—T)

27 11— 7-|2A
(1) - /
. / g oo | )_TSI%A(T )
where we also have used sgn(—7') = —sgn(7’). Changing integration vari-

ables, the second integral can be written as:

/dTeinSgn(l _T) _ /dueiw(lu)sgn(u).

[ S
Thus we get 2 similar integrals (up to a minus sign) of the form of (3.33).

Thus we use this formula 2 more times and we finally find:

1 c(2-2A-h)
k. = O[—Om[c(m)]2 : (3.34)

Substituting ap and the coefficients ¢ from (3.33) we get:

hoe B (7) g e
S 2 e i B R R )
(3.35)

We can express the tangent function in terms of Gamma functions using the
following:

Thus,

tan (W> r(L+hHri -1
g

G-l
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Substituting the above in (3.35), we finally get the eigenvalues of the kernel:

~—

kc(h) = _(q - 1)

1 3_1
ra-Hr(3-1) rd+4 ri+ (3.36
3_1_h :
L(3+ 5T <%) -5 -2) 0=
The eigenvalues are real for h = % —+is and h = 2n. Moreover, they satisfy
ke(h) = ko(1 —h) as expected. We will now compute them for q=4. We get:

BT EHHTE -8
rA/4)rG-5rE+4)

+
|| pol
S~—

ke(h) =

We can write

o= o(-2)- (- (-

and then use sin(7z) = m We arrive at:
ko(h) = 3 tanM
a2 (h-1/2)

We summarize some simple cases:

w(h—1/2)

kc(h) = > h=1/2) qg=14 (3.37)
kc(h) = h(hZ—1) q =00 (3.38)
ke(h) = —1 g=2 (3.39)

For the cases ¢ = 4,q = 0o, we get the important result k.(2) = 1.

3.2.4 Relevant inner products

In this section, we will compute all the relevant inner products that are
present in the four-point function. To start, we will compute the norm of
the eigenfunctions (¥, ¥p/). For the continuum case h = % + 18 we expect
that this inner product will be proportional to (s —s’). Such a contribution
can only come from small y, where we can use the expansion:

b
2Fi(a,b.cx) ~ 1+ =5+ O(C). (3.40)
Thus, in the small x region we can replace the hypergeometric functions by
one. The inner product becomes:
“dx “dx L(h)* 4 P(1—h)? 5"
Uy, Wp) = Uy Uy = —A(h B(h)—/———=
NGO, r2r)?
. h/ h h 1-h
[ ) Famy X + B g —op X ]

(3.41)
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Now we will keep only the finite terms when s — s’ as the other terms will
have no contribution since eigenfunctions with different A must be orthogo-
nal. Thus:

dX / *
W) ~ [ (AW AG) i g o
+BE)B®) 222111 52_;3')X1h*+1hl '

2T
)T
Now we will work out the coefficients of y. It is easy to show that h* =
3 —is=1—(3+1is) = 1 —h. This means that(in the limit s — s’) we have

['(1— h)? I'(1—h)?

o D(h)? _
A(h?) = A0 =N = = B

T(2h")

(3.43)

Applying the same relation to the other coefficient, we see that they are the
same as expected. In detail:

[(h)*T(1—-h)*> _ tan*rhT(h)? V27 p(1 - b2y
AMBN G Te—am = 4 T +h) T(1— TG —h)

B _tan27rh 2 1
4 sinth (3 + h)I(3 — h)
_ tan’mh w 1 B _7rtan27rh 7w  sinm(h —1/2)
4 sinwh (h— DG -mT(E —h) 4 sinmh ™
B wtan®mh cosmh 1 _ mtanmh
4 sinth (h—1/2) 4h—2 "
(3.44)
The inner product becomes:
wtanth [Cdx / .y i(s—g!
Uy, Upy) ~ —(l(“) Z(”>>. 3.45
Making the change of variables u = log(x), we have:
mtanth log(©) iu(s—s’) —iu(s—s’)
(Up, Upr) ~ 2 du (e +e > . (3.46)

Taking the limit ¢ — 1, and changing in the second term the integration
variable to —u we end up with:

rtanmh [T : / mtanmTh
N~ iu(s—s’) — ¢ 4
(U, Upr) VTR /OO due T 27d(s — ') (3.47)

Maybe while taking the limit ¢ — 1 we would have anticipated more finite
contributions because we cant set 9 F(a,b, ¢, x) ~ 1 for large x, but this is
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not the case since based on the requirement of orthogonality the only strong
divergence comes from the point where y = 0.

Now we will compute the same inner product but for h = 2n. Using the
definition of the Legendre Q function, we can write Uy, (x) = 2Re[Qn—1(y)],
where y = (2 — x)/x. Substituting this expression to the inner product we
have:

o 5hh’772
C4h -2

o0
(W) =2 | dyRelQu(0)] RelQur(v) (3.48)
0
The last inner product we need to compute is (¥, Fp). First we are going
to use the definition of Fy to express it as a function of cross ratios:
Fo(T1, 72,73, T4 G(711,73)G (12,74 | G(71,74)G(72,73)

Fold) = G(r,7)G(13,71)  G(r,m2)G(73,71) | G(71,72)G (73, 7a)

— s <T12734> T12T34
T13T24 T13724
+ sgm <T12734> T12734
T147T23 T147T23

:f%nuﬁv54+5@1<1§x) ' . w

1-x
(3.49)

The overall sign of this expression depends on the value of y. We have (for
general ¢, we replace the square root by 2A):
2A
_XQA_'_(ﬁ) if0<y<1
Folx) = 20
- () x>

Now to calculate the inner product (¥, F;) we use the following symmetry
F(x) = F(=X) for all x. This symmetry comes from the integral represen-

x—1
tation: N
L[> x|
U(x) = 2/ dy— i T (3.50)
o yl"Ix —yl"[1 — 9]

Moreover we can see from the expression of Fy(x), that it is antisymmetric
under y — ﬁ for 0 < y < 1 and symmetric under y — % for x > 1.
The inner product becomes:

2 2
(W, Fo) = /0 C)?QC‘I’Z(X)fo(X) - /0 Cf;w;;<x>sgn<x>|x|m

Ldy X x [P [Py X X
+/ — W7 (x)sgn <> ‘ +/ — W7 (x)sgn () —=—
0X2h(> 1-x/|1-x L2 x—-1)|x-1
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In the second term we can change variables y — ﬁ and use the relevant
symmetries and we get:

1
dx X X
e ()12
/0 X2 " L—x/ [1-x
The third term, using the appropriate symmetries and changing variables
X — % becomes:

2
dx X X
\Il*ngn<) —
/1 el Sy § b

Thus, we get:

2A 0
dx.
- / T sm0ON . 351

—00

2A

-/ i 0sn00nPS . (352

dx L[> sgnix
(U, Fo) =/ ?‘I’h(X)SgH(X)\X’M = 2/ dxdy‘XIQ—h—QA o

—00 —

(3.53)

This integral is similar to (3.32). We can make the integration variable
change y = %, X = % We then have:

T’

sgn(7) ,_ sen(7’)
/dT oA ioh -/dT A ik (3.54)
7" = 7] [P =]

Now, we change the integration variables as 7 = 71 —1,7" = 7122 in (3.32) /ag
and get the above expression. In the end our inner product becomes:

(Up, Fo) = %kc(h). (3.55)

Another way of solving the previous integral is to divide the regions of
integration and use the Euler beta function.

3.2.5 Summing all ladder diagrams

Now that we have computed all relevant quantities we can use (3.7) to give
an expression for the four-point function. The desired function will be an
integral over continuous values of h and a sum over their discrete values.
Thus, we have:

B 1 (¥n(x), Fo)
F(x) = g Vh(X) 1 kee(I) <\I/h(f;<), \Ifh(ox)>

N GO/O 27 wtanth 1 — ko(h)

ds 2h =1 _ke(h) o 0 +anS 21; 1 ke(h)

n=1

(3.56)

38

h —h
yl"x — "1~y

T kc(h)‘l’h(x)\h:m-



As we have seen before (3.7) for k.(2) = 1 the relevant term (n = 1) in
the sum diverges. This causes a serious problem as the four-point function
should be finite. To avoid this problem we have to treat the divergence
outside the conformal limit. Later, we will briefly discuss this contribution.
In the following we will focus in the h # 2 eigenfunctions. Thus, we have
the expression:

Fhta ® ds 2h —1  k.(h) 2 2h—1 k. (h)
—r= = — v v —on -
agp /0 27 wtanmh 1 — k.(h) nlx) + n;? w2 1 —ke(h) w00 In=2
(3.57)
To simplify the expression we use the identity:
2 1 1
(3.58)

tanmh tanﬁzh B tanw '

Thus, the integral becomes:

/Oodsh—l/2 kelh) g, )_/Oocls h—1/2  ke(h)
0 27T7rtan”h1—k(h) X 0 QWtanwl_kc(h)

Un(x) -

(3.59)
We focus now on the second integral. First, we change the integration
measure from s — —s so we extend the region to all values of s. In the
second step we use the symmetry of the eigenvalues and eigenfunction under

h — 1 — h. In detail:
_/Oods h—1/2  kq(h)
0 27T tan@ 1 — kc(h)
0 0
1—h—h dsh—1/2 k.(1 —h) B dsh—1/2 k.(h)
N +/ o7 tan”(h) 1—k(1- h)qjl"‘(X) N +/ o7 tan”“‘ — ke(
(3.60)

H__5_/0 ds h—1/2  ke(h) ()

gtanM 1 — ke(h)

h)‘l’h(X)

In the end, the integral we have is:

/+°° dsh—=1/2 k(h)
—oo 2T tan@ 1 — ke(h)

Wr(x) - (3.61)

Now we can manipulate the sum over h = 2n using the residue theorem
and we can write is as a sum over the residues of the poles of 1/tanmh. We
compute:

(3.62)

tanmh’
cos(wh/2) — (h — ho) sinfwhr2)”

g l ) _ =
HMth—+ho=2n Tcos(mh/2

1 1
Res(———,h =2n) = limp,_,po—2n ((h — hg) )
2
T
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Of course

2h —1 2(h—-1/2 h—1/2
Z 2 [n= 2"_277( w/)|h:2n:;Res<(ﬂtam{h)>

n=2 n=2

The expression for the

Fuga _ /+°° ds h— 1/2 kc(h +ZR < —1/2)  ke(h)

ap — 00 2w tan( ) 1-— kc

(3.63)
This formula can be thought as a single contour integral over the complex

plane h:
Sy s
Resp—op, - 3.64
2i —

Examining the expression for ¥, (in both regions) we see that it has poles
on h = 1+ 2n. But these poles are canceled by the zeros that come from
1/tan(%) at these particular values. Therefore we are left only with the
poles at h = 2n. We can now deform the contour to annihilate the s axis
(vertical line) together with the explicit residues around the poles h = 2n.
This comes with the cost of picking up poles from the equation:

kie(h)

— . 3.65
T= kulh) (3:65)
This equation can be solved graphically. For example, for q=4 we have:

7(h—1/2
3 tanT=1/2

2 (h—1/2)

The solution are demonstrated graphically in the next figure.

ke(h) = — ~1. (3.66)

A
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We can see that the solutions h,, are left to 2n. It has been shown that
for g=4 and m», they behave like

3
hpp =2A +142m + ——. (3.67)
2mm

Before getting into more details about how we deform the contour we demon-
strate the whole procedure below.

— e
2 4 6 8 hl hQ h5 h4

The way this deformation it is done is by analysing F in two separate
regions.

e In the region x > 1, we can push the contour rightward to infinity by
picking the poles of k.(h,) = 1. The four-point function becomes:

Fhto = —aOZRes ( _ 1/2) kc(h)h) \Ilh(x)> , x>1,

mtan (% ) ke( L
" (3.68)
where the minus sign comes from the fact that we have close the pole
clockwise.

e In the region, 0 < x < 1, we cannot push the contour to large positive
h. The reason that oFi(1 — h,1 — h,2 — 2h, x) must have positive
arguments. Thus, we must use the symmetries of the integrand under
h — (1 — h). In the end we get another copy of the A term of (3.28)

and replacing in the sum FESF)L) X4 Fy(h, h,2h, x) we end up:

) T(n)?
(h) (2

+oo —1/2
Fhez _ / dsh=1/2 _ke(h V2 Fi(h, b, 21, )

ap oo 27Ttan( ) — k. )
k

h
t ZR <7rtanl/2)) C/E;]Z()h) ?E })l) X"2Fi(h, h, 2h,X)>
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Now we can push the vertical axis to the right and pick up poles at hyy,,
just like we did in the first region. The four-point function becomes:

Fhpo = Z 2 IXEFy(h, b, 20, )], x <1. (3.70)

where
o a(m—1/2) 1 Ty
"N mtan() —ke(hm) T(2hm)

(3.71)

The N term will prove useful when we want to relate F with the four-
point function given in (3.2). The expression (3.70) is the expected
OPE expansion with the the quantity in brackets being the conformal
blocks.

3.2.6 OPE expansion and operators of the model

Now that we have derived the four-point function, we will study the OPE
of short time limit. The main expression that we will use is (3.70). Before
that we will state the OPE of two Majorana fermions:

N Zl’l 7'1 :Ul 7'2 \/720” 7’12, T2)On, (3.72)

where ¢, are the OPE coefficients (3.71), Onare O(N) invariant bilinear
primary operators of the form O, ~ > xﬁf"“xi with dimensions h,, and
Cn(712,0-,) is a function that is fully determined by conformal invariance
and includes the contribution of the descendants of O,,. In correspondence
with (A.119) we have

1
Cn((le),a-,—z) = G(T12)|7'12’h" <1 + 57’1287—2 + ) . (3.73)

Now we will focus on the four-point function. When taking the short time
limit |712] << 1 and consequently x — 0, after replacing the hypergeometric
function of (3.70) by one, we have:

h
T12T:
Fpa (11,72, 73, 74) = G(112) G (34) Y 2| =

m=1

|7'12| << 1. (3.74)

T23724
In addition, if |34 << 1 we have( after replacing 73 with 74 in 723):

| 7]

T
fh¢2(T1,TQ,T3,T4) = G(Tlg)G(T34) Z Ci’lzlhn ‘Tlg‘ << 1, ’7‘34‘ <<1.
m=1 T24

(3.75)
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Using (3.72) twice for the four-point function in the small time limit we get:
Fe= Z enmCn(T12, Ory )Cr (T34, 07, ) (O (12) O (14)) - (3.76)

Comparing this expression with (3.75), we get the two-point function of the
bilinears:

(On(72) O (1)) = |f"|g;n . (3.77)

If we write and the sum the complete series of Cy (712, 0r,),Cn (T34, 0r,), We
will reproduce the expression (3.70) of the four-point function.

Now, although studying the bulk dual of the SYK model in not included
in the purposes of this thesis, we will make a short comment using the
AdS/CFT dictionary. As we have found from the four-point function, there
is a tower of O(N) invariant, bilinear primary operators with dimensions
hyp. In the bulk dual of the theory this translates to massive field ¢, with
mass m2 = hy(h, — 1). These fields are described by:

/ d%fZ( (Oy,)? miqﬁ) : (3.78)

3.2.7 The h = 2 contribution

Up until now we have avoided the contribution from the A = 2 eigenfunction
of the Casimir operator as it causes divergences. To include them in the four-
point function and get a finite answer we have to treat these eigenfunctions
outside the conformal limit by applying perturbation theory in the non-
conformal correction to the kernel. This correction is a product of the non-
conformal correction G to the correlators. The small parameter is the
inverse coupling, 1/4J. This analysis is too technical that it exceeds the
scope of this thesis and here we will only give a review of the calculations.
Full technical details can be found in [2].

The starting point of the analysis is that since we consider non-conformal
corrections to the kernel, the perturbation 0K will break the conformal
symmetry. As a consequence, the line and finite temperature can’t be treated
equivalently and the study has to be done in the circle. To do this we use
angular coordinates 6 = 277/ with 0 < 0 < 2. Now the kernel is given by

doing he transformation 7; = tan ( ) Next, we find the SL(2,R) generators
that commute with the kernel on the thermal circle. They are

P=e¢P[0g—i/2], K=—e"[09+i/2], D=idy. (3.79)

Then we can find the eigenfunctions of the corresponding Casimir with h =
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2. These turn to be:

3 e—iniglgez sin (2791 592) 0 — 0
‘1’2,n = 3 5 — NCoSs (2 ! 2)
2m2|n|(n? — 1) 4 (91;92> tan (261592) 2

(3.80)
With the use of these eigenfunctions and the kernel perturbation 6K, we
can find the correction to the eigenvalue k(2,n). It turns to be:

qaln

5

where o /= 0.1872. Adding all these results, we arrive at the leading contri-
bution to the four-point function:

E(2,n) =14 K.(2) +O(1/(8J)?), (3.81)

G(@lg)G(934) 7T2OéK

X
tan7

0F(01,..04 6y ﬁjz en(y'~y) [Sinnf naj} [Sin";/

(3.82)

with
0 + 02 ;03404

2 Y y - 2 9y
and o = —qk..(2)ag. This contribution is very large compared to the h # 2
contributions that we have found. The reason is the term SJ. Moreover,
this contribution is not conformal invariant as it is not a function of the cross
ratio. Finally, to be more consistent we have to also include the corrections
dG and the corrections of the term 1/(1 — k(2,n)). To include all these
correction we have to find the second order corrections of the eigenvalues.
This is a very difficult task and up until now only conjectures have been
made [2].

/
r="01, x =03, y=
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Chapter 4

Higher-point correlation
functions

Up until now, the two-point and four-point functions have been calculated.
In this chapter we will review the process for calculating the six-point, the
eight-point and eventually all higher-point correlation functions of the SYK
model. This chapter is heavily based on [13].

4.1 Bilinear three-point function

The six-point function of the model can be equivalently viewed as a three-
point function of the bilinear O(/V) invariant fermion primaries Oy, where
h; denotes the dimension of the operators. The six-point function of the
Majorana fermions is:

N

> (i) wi (o) (78) s (74) w0 (75) w0 (76) = oo + 7125(713 s T6) F ey
N
i.ji=1

1
N3
(4.1)
with S the lowest order in 1/N with fully connected diagrams. As shown
below, there are 2 classes of diagrams that contribute: the contact diagrams
(left) and the planar diagrams (right).
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Denoting the contribution from contact as S1 and the contribution from
planar as S, we can write: § = §; + Ss. Using the OPE formalism, the
three-point function of the bilinears is:

1 €123
<Ol(7’1)02(7'2)03(7'3)> - N ’Tm’hﬁ_hz_hs|T13|h1+h3_h2‘Tg4‘h4+h2_h1 )
(4.2)
with cio3 = c§12)3 + 0322)3 as it has contributions from contact and planar

diagrams respectively.

4.1.1 Contact diagrams

As shown in the above figure, the contact diagrams are composed of three
four-point functions glued with two interaction vertices connected by ¢ — 3
propagators. Their expression is:

S = (q_1)<q_2)J2/dTadTbG<Tab)q_3F(7—laT2aTa77—b)JT"(7_3774;Ta7Tb)f(T5vT6aTayTb)-

It would be more useful to write the conformal blocks of the four-point
function in terms of the operator C,(7i2,02) as in (3.73). Thus, we write:

F (71,72, Ta, Tp) = Z cnCn(T12, 02)(On(72)2(T0)2(T3)) 5 (4.3)

where the three-point function is given by (3.30). Using this formula the
contribution from the contact diagrams becomes:

3
Y T eniCni(mim1.2i 820)(Ony (72) Oy (74) Oy (7)) (4.4)
ni,n2,ng =1
where
3
(On, (11) O, (72) Ong (73)) = (q—l)(q—2)J2/dTadTbG(Tab)q3H<Oni(Tz‘)x(Ta)3f(Tb)>-
=1

Now, if we replace the three-point functions of the bilinears given by (4.2)
we get:

(O (71) Oy (72) Oy (75)) = iy Cnyns (g — 1)(q — 2B (71,70, 73) , (4.5)

with

’Tab ‘ hi1+ha+h3—2

71" | 710]™ 720l "2 726|730 |40 ™

Ig%(Tl,TQ,Tg) = /dTadTb (4.6)
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We will now present the final result avoiding technical details as they are
out of scope of this thesis. In the end, we end up with

0512)3 = 01020315% , (4.7)

where 1&)5 is the coefficient of I 1%‘)5 (11,72, 73) written as a conformal three-
point function

Jas) (T1,72,73) = I&% .
123371 74 ’712’h1+h2—h3‘7_13’h1+h3—h2‘7_24‘h4+h2—h1

The expression that is found for Ig% is:

ﬁ2h1+h2+h3—lr(l — hl)F(l — hQ)F(l - h3) hi.ho. h
F(z_h1—2h2+h3)F(Q—h1—2h3+h2) [p( b 3) (48)

+ p(h27 h37 hl) + p(h‘?n h17 h‘2)] 5

1
I1(2?3 =

where

T ho+hs—hy
p(h1,ha, h3) = G252

- sin(mhs)
P(27h2+2h1+h3 )F(27h1*2h3+h2) Sin(ﬂ'hs) — Sin(ﬂ'hl + 7rh2) '

4.1.2 Planar diagrams

We will now present the contribution of the contact diagrams. As before they
contain three four-point functions glued together in a smooth way. Based

we can write the expression:

Sy = /dTadTaddeTEchchF(Tl,TQ,Ta,T‘E)D(TbE).F(Tg,T4,Tc,TaD(Taa)

(4.9)

X F (75,76, v, Te) D(7ec) ,

where D(7z,) is the inverse propagator that satisfies:
/dTOD(Tlo)G(Toz) = 6(112) - (4.10)
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It is inserted to avoid the over-counting of the external propagators. In the
IR limit D(7) = —3(7) = —J2G(7)97L. This expression comes from the
Schwinger-Dyson equations (2.29). Now, following the same procedure as
before and substituting the fermion four-point function by (4.3), we arrive
at:

(01(11)O02(72)O03(13)) = /dTadTaddedeTchc<01(Tl)ZU(Ta)ib(Tb»D(Tbb)

AOa(12)x(1e)2(72)) D (Taa) (Os3(13)x (1) 2 (7)) D(T2c) -
(4.11)

Skipping the technical details as we did in the contact diagrams we arrive
at the expression:

(O1(11)0a(12) O3(13)) = crcacs€(ln)E(ha)E(ha) Loy (11,72, 73) ,  (4.12)

where

1 resH) righ) reEpth)
§(h) = JAT(L=A) r(h) T(H257h)" (4.13)
It is finally found that:
A2 = creacs (hn)€(ha)€(ha) T2, (4.14)

where Ig% is once again the coefficient of Ig%(ﬁ, To,T3) written as a con-

formal three-point function. It is a sum of four generalized hypergeometric
function and its explicit expression can be found in [13].
In summary, the coefficient of the three-point function is a sum over
the coefﬁcients( (;f the contact and the planar diagrams. We can write it as
2

1 . .
C193 = 052)3 + cjy3 and in more convenient form as
c123 = c102¢371193 . (4.15)

We can read the following contributions. The coefficients cjcoc3 are the ones
that appear when by the OPE formalism two fermions x; are turned into O;
as it can been seen from (3.72). It reflects the sum of the ladder diagrams.
This particular sum is the one that determines the dimensions h; of O;.
The second contribution, encoded in Z;23 is the effect of gluing together the
ladder diagrams. Omne can say the coefficients cio3 are universal since are
determined by an integral with the only parameters being the dimension of
the fermions A and the dimension h; of O;.

4.2 Bilinear four-point function

4.2.1 Cutting melons

It is noted in [1], that in any large N theory the Feynman diagrams that
will contribute to a 2p-point function are found by drawing all the diagrams
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that contribute to the vacuum energy and then considering all cuts of the
propagators.

That means that a cut gives a diagrams that contributes to the two-point
function (for example the watermelon diagram 2.1). Then a cut of the melon
gives the ladder diagram that contributes to the four-point function. Now
there are two ways to cut a propagator. One may either cut the propagator
along a rail or cut a melon that is along a rung. The first option will give the
six-point planar diagram while the second option will give a contact six-point
diagram. To find the diagrams of the eight-point function, there are four
possible cuts. Regarding the planar diagram, a cut of a melon along a rail
gives a planar diagram contribution to the eight-point function while a cut
of a melon along a rung will give a mixed planar/contact diagram (second
diagram in the figure below). Considering the six-point contact diagram, a
cut along the rail will also give a mixed planar/contact diagram while a cut
along the rung will give a contact/contact contribution to the eight-point
function (third diagram in the figure above).

The same procedure can be used to find the diagrams contributing to
higher-point functions.

S
=%

4.2.2 Summing the eight-point diagrams

Now that we have outlined the diagrams that will contribute to the eight-
point function, we will list the necessary diagrams that have to be added.
First, we will denote as (71, .., 7g) the following diagram and (O (71)...O4(14))
its contribution to the bilinear four-point function

Ry
P

Figure 4.1: Eight-point function

0
s

_—
=,

Moreover, we denote £ and (O (71)...04(74))° the planar diagrams with
no exchanged melons such as
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Thus, the four-point bilinear function is given by:

(O1(71)...04(11)) = ((O1(71)...04(14))s + (24> 3) + (3 > 4))

1 0 (4.16)
— §(<01(7'1)...O4(T4)>S + (2 — 3) + (3 <~ 4))

To justify this equation we demonstrate some of the planar diagrams that
contribute to the eight-point functions. These are

The first line of the above figure are three different channels. The second
line shows the same diagrams although now the exchanged melons are in
the other direction. If there are no exchanged melons then the two lines
demonstrate the same diagrams and a factor 1/2 must be included to avoid
double counting. That justifies the second line of (4.16). The first line of
(4.16) accounts for the sum of all the 6 diagrams. Finally, just as we did for
the four-point function where it is antisymmetric under interchange of the
first two or last fermions, (71, .., 7g) correspond to the sum of the first and
last diagrams of the first line of the above figure.

4.2.3 Computing (O;(71)...04(74))s

We will present the computation for the eight-point function as it is found
in [13]. It follows the same procedure done for the computation of the six-



point function. The eight-point function can be written:

% D (@i (1), (72) @iy (73) 0, (74) i (75) iy (T6) iy (1), (78)) = ..

11,02,..,04

1
+ mg(Tl, ..,7_8) + cery

(4.17)

with £(71, .., 78) the lowest order term that contains connected diagrams.

We will focus on the contribution &(7i,..,7g). From the corresponding
figure 4.1, we see that it consists of two six-point functions glued together.
The details of the interactions can be encoded in the piece Scpre (shaded
circle), which is attached to the three external four-point functions. The
general expression of the six-point functions is:

S(m1,...176) = /dTal...dTaG {.7:(7'1,7'2,Tal,Taz)f(Tg,T4,Ta3,Ta4) (418)

: F(7—57 T6, Ta5aTaG)Score(Ta17 ) Tae) .

With the use of this expression and the fact that Es(7, .., 73) consists of two
six-point functions glued together we get:

Es(T1y .y T8) = /dTal...dTanTbl...dTbgscme(Tal, ces Tags Thy > Thy )Score (Tay s -+s Tags Thas Thy )

F(T1, T2, Tar s Tao ) F (T35 Tas Tags Tag ) F (Toy s oy Toy ) F (755 T6 Tas s Tag ) F (T75 T8 Taz s Tag) -
(4.19)

Using now (4.3) we get:

(O1(11).--O4(14))s :/dTal...dTangbl...dTbSScore(Tal,...,Taﬁ,Tbl,TbQ)Score(Tal,...,Ta6,7b3,Tb4)

(O1(11)2(7a1 )2 (Ta2) ) (O2(72) 2 (Tag )2 (Tay ) F (Toy s -5 Toy)
(O3(73)(73)2(Tas )2 (Tag ) ) (O2(74) ¥ (Tar )2 (Tag)) -

(4.20)
To evaluate this challenging integral, we use the representation
Fhta dh h—1/2 k.(h) / dh
= | — v = [ —ph)V . 4.21
2= v TR Y00 = [ g0 (421

We will now state the final result avoiding the technical details as it is its
form that we are interested in. In the end, we get:

dh p(h) T

h
. c12nC34nF1934(X) 5 (4.22)
2mi ¢ T'(2h) 1234

(01(71)-Ou(12))s :/C
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where Fl,,,(x) is the conformal block of operators O, ..., Oy and the ex-
changed operator Oy. It is given by the expression:

hi2 hs3q 1

T24
T14

at!
T13

]:{l234(X) = 3F1(h— h12,h+h34,2h,x).

; X
’T12 ’h1 +ha |7.34 |h5+h4

(4.23)

Recalling the form cjo3 = c¢1ca¢3Z123, which separates ¢; that come from the
sum of ladders of the four-point function and Zj23 which denotes effect of
gluing the ladder to get the six-point function, we can write:

dh . T(h)?

(O1(71)...04(74)) 5 201626304/6mﬂ(h)mzuhlsmfﬁm(x)- (4.24)

4.3 Solving SYK

It is time to recap what we have presented up until now as we have all the
ingredients required to fully solve the SYK model. First of all, from the
analysis of the two-point function we got the fermion dimensions A = 1/q
using the conformal symmetry in the IR limit. Moving to the four-point
function, and studying the ladder diagrams we arrive at the expression for
p(h), see (4.21). For the six-point function, we presented an expression with
all the information encoded in cj03 = c1coc3Zi23. The coeeficients ¢;, which
are functions depending on p(h), were computed in the analysis of the four-
point function, see (3.71). One step further, we presented the eight-point
function. The final expression that is found in (4.24) can be fully determined
only from knowing A, p(h), Z19,. These are the exact expressions computed
from the two, four and six-point functions. Nothing new was added in the
computation. Moreover, it is proved in [13] that all the information about
the higher-point function is encoded in these three parameters. In summary;,
once one solves the two,four and six-point functions is then able to solve the
SYK model. It is also stated in [13] that this result is also applicable to any
theory in which higher-point functions are built from four-point functions.
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Chapter 5

Effective action

So far, we have studied our model and derived its basic properties by ana-
lyzing the 2, 4 and higher-point functions. In this chapter we will use the
path integral representation and apart from getting the same Schwinger-
Dyson equations we will also see clearer some other interesting features of
the model like its classical behaviour in large N. This chapter is based
mainly on [2,33].

5.1 Annealed disorder

The partition function as a path integral is:

N
Z(Jijur) = /D%‘e:ﬂp —/dT %sz@ﬂ?i +% Z Jijki i T
i i3kl
(5.1)
Now we want to do the average over the disorder .J;jx;. There are 2 physical
ways to do this and they are equivalent up to order 1/N.

e The annealed disorder method when you average directly the partition
function (Z); while you treat J;;i; as a microscopic variable.

e The replica trick. In this method you average the free energy (logZ) ;.
This method is more complicated but it bears more physical relevance
in condensed matter theory when you want to describe lattice errors
in crystals.

We will use the annealed disorder method for simplicity. To average the
partition function we to do the Gaussian expectation values. Practically
that means that we have to solve the integral:

>
(Z); = / dJijexp (- 3 T Z(Tigw) - (5.2)

N3
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This a Gaussian integral and we will use the formula:

2 T b2
/dace‘”” o \/76_41&.
a

As usually the constant factor will be absorbed into the integration measure.
We have to be careful to get the correct numerical factor in the exponent.
We have to include a factor of 4! as for any 4, j, k, [ since there exist 4! terms
as an effect of the anticommutation rules of the fermions. This term can be
ignored if we write 4 vajkl = 1<icj<k<i<n- Thus we have:

4
1 1 J2 / /
<Z>J N/Dﬂﬂiel'p —/dT2;l‘¢8¢$i+24]\T3/d7—dT [;531(7_)35%(7_ )] )

where we have used
4
Z (wizjxpar) (T)(@ixjxpa) (T =1 [Z xi (1) (T ] .
1<i<j<k<I<N

Our next task is to integrate out the fermions. To do this we first introduce
the bilocal field:

G(71,72) Zmz (1)zi(T2) (5.3)

We can introduce this bilocal field in the path integral by inserting 1 in the
following way:

1= /DG5 < NG(ri,m) — —sz n)%(m))

=1
/DGZea:p (— /deTZ G——sz )i (T > ,

where (71, 72) plays the role of a Lagrange multiplier. Inserting this ex-
pression in the partition function we get:

~ - 1
Z)g~ /DxiDGDZemp[—/dT2Z:ci87xi
1 o s 1 J2N
— 2//deT/NE(G— NZ:L‘Z(T)QZZ( //deT (11, 72)]*.

(5.5)

(5.4)

Exploiting this trick we have managed to obtain an exponential that is
bilinear in the fermion fields x;. We use again the Gaussian integral

/dwe 7oA = VdetA.
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We arrive at:

JN/DGDZ[det(a — )] %ex <—// iﬂé‘*))
(5.6)
- / DGDSe MO,
with
- 1 . -
IG, %] = —flogdeta —3) / / drdr'( 1J2G4). (5.7)

Now, we can clearly see that N plays the role of A~ and in the large N
limit the model becomes classical. Extremizing this action with respect to
3, G gives us the classical equations of motion:

M et G (5.8)
e
I 5 _
L o, -5 =G, (5.9)
55

where we have used the identity logdet M = TrlogM. These are exactly the
Schwinger-Dyson equations that we have found in the second chapter.

5.2 O(N) symmetry

In this section we will prove the O(N) symmetry of the SYK model. We will
also derive the conserved current for the free action while for the full action
we will show the absence of such current as an effect of the non-locality of
the action.

5.2.1 Free action
The action for a free Majorana particle is given by:

1

S = 2/d7x7;(7')i:i(7). (5.10)

Now we apply a O(N) transformation z; — Oj, 27, Tts infinitesimal form is:
z' = &(T%)' 27 + 0(€?), (5.11)

with (7%) denoting the generators and &, the constant (for now) parameter
of the transformation. The generators are antisymmetric. This is easily
proven:

0T0=1eeTdeTe =1 T, =-T7. (5.12)
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Varying the action under this transformation we get:

1

08 =5 /dT <§G(T“) it + o d (§a(T“)Z:rJ)>

:;/m(gcx >Jx]x—1/dr£a< Vi )zo,

where in the last step we have interchanged the indices ¢,; and used the
antisymmetry of the generators. Now we promote our transformation to be
a local one. That means that now £ has dependence on time. Varying once
more the action:

55 = 3 [ ar (6@t + it )T

- / dr(064(7)) - (:(T7)i o) (5.14)
L ( / dT&a(T)xi(Ta)j.:I:j> — 5 [ aram) e,

The first term is 0 as a boundary term and from the second, requiring that
the variation of the action is 0 with respect to this particular transformation,
we can obtain the the conserved current:

JUT) = Si(T)(T) 2’ (7). (5.15)

(5.13)

oL 5¢n
Z 8(,u¢n) (504 (5.16)
In our case, we have
o _ OGui(n)i'(r) 62' 1 o
I Qd(a'ci(T)) 5 Szi(T)(T*);27 (7). (5.17)

5.2.2 Full action

We now consider the full action of the model as given by:

> T 1
= /D:cidJijklexp <— 23!J]2 exp{—/dT(ZZi::cﬁTxi
L
o Z Jijkzﬂfixj%kl‘l)]

i7j7k’l

We will now again apply a O(N) transformation but we have to be careful.
As we have seen J;ji; has no dynamics and thus they cannot be treated
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as a quantum mechanic variable. This means that we do not know how
these parameters transform and such a transformation will not yield any a
conserved current. To overcome this obstacle we again use annealed disorder
to integrate them out and then we will apply the desired transformation.
After integration, we have the already computed result:

4
1 1 J2 / /
<Z>J N/ngiexp —/d7‘2 EZ xi87m¢+24N3/deT [% wi(T)xi(T )]

The first term of the exponent is the free action and will add nothing new
to our calculations as we have already seen that it is symmetric under O(N)
transformations. Thus, we will ignore this term. Now we vary the remaining
part of the action:

2 . . .
35 = 5 1o [ AT (T (r)a () + (T () (7))
N 1 J2 drd , Tayk Gt Tayk J(-\13 _ 0
— 5o [ AT () — (T (D (7)) = 0.

(5.18)

Thus, we find that the SYK model has O(/N) symmetry. Now we promote
the transformation to be a local one in expectation to find a conserved
current. Doing the same manipulations as in the free theory we arrive at:

1 a\i  ,.j
55:2/mm@mw«m@>w>

L2
2163

(5.19)
/deT’(éa(T) — &) (i (r)a? (7')(T)))*.

The first term is of course the one we get from varying the free action. The
second term is the one that comes from the interaction. Unfortunately, we
can not write this term as fa 7% so we can by partial integration arrive at a
conserved current. This seems catastrophic as we have an action that has
a continuous symmetry but there is no Noether current associated. But
the crucial point is to observe that Noether theorem is only valid for local
action while our action is clearly bilocal. In the end, Noether theorem is not
violated.
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Chapter 6

Theory of
reparametrizations

Now that that we have derived the effective action of the SYK model, we
are going to use it to expose some interesting properties of the model that
are not clear from the diagrammatic treatment of its two and four-point
functions. First, we are going to examine the emergent conformal symmetry
of this action in the IR limit. Then, we will introduce some fluctuations
of the bilocal fields and obtain their effective action. This action will have
zero modes that are connected to fluctuations of the conformal propagator.
After discussing the physical interpretation of these modes we will derive
the action of this reparametrizations of the conformal propagator.

6.1 Conformal symmetry of the action

As we have seen, there is an emergent conformal symmetry of the Schwinger
Dyson equations in the IR limit. Now, we will examine if this symmetry
also appears in the effective action. In the IR limit we can ignore the kinetic
term O, since it has dimensions of energy. Thus our action becomes (for
general ¢ interactions and A = 1/q):

-~ - J? .
1G] = ~3togdet(-) + [ [ dndn(S(n,m)Gln.m) - T-6(n,n)).
We take the reparametrizations

= f(n), 72— f(m).

The transformation rules for the fields are:

G(r1,72) = |f' (1), f' ()| 2 G(f (1), f(72)) (6.1)
S(r1,72) = |F/(1), f () |PUTVS(f (1), f(2)) (6.2)
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The first term is easy to see that it is invariant under reparametrizations.
Explicitly we have:

logdet(—3) — logdet(—|f'(m1), f'(m )!Aq VE(f(m1), f(72)))

= log[|f'(71), f'(72)| 2~ Ddet(~=S(f (1), ( )))]
=log[| (1), £/ (2) 29D £/ (1), £ (r2) |~ 20 Ddet(—5(1, 72))]
= logdet(— 2(71,72))

Moving on to the integral we have:

~ ~ 2
/ [N (r2)ldridr {G(fm), Fr)S(f (), f(2)) — JqG(ﬂm, fm))q}
= / Vf'(ﬁmf’(ﬁ)\dﬁdfz{\f’(ﬁ),f’(Tz)!‘A\f’(n),f’(Tz)!‘A(q‘”

~ ~ 2 ~
- 38(71,72)G (11, T2) — Jqlf’(ﬁ), f’(Tz)lqAG(Tl,Tz)q]}-

All the derivatives cancel and thus our action is conformally invariant in IR
limit. Until now, we have seen that the ansatz of the conformal propagator
spontaneously breaks the conformal symmetry down to SL(2,R). The kinetic
term, which we ignored in this limit, is responsible for explicitly breaking
the conformal symmetry away from the strong coupling limit.

6.2 Fluctuations

The classical saddle point solutions of Schwinger-Dyson equations will be
denoted by G, . We will now try to derive an action of fluctuations around
these solutions. Fluctuations are of the form:

G=G+|G2yg (6.4)
(6.5)

The reason we chose this form for the fluctuations will become obvious later.
We will plug this in the effective action and we will keep only second order
terms in g,0. The linear terms will yield zero as they are expansion around a
saddle point. Also we can ignore terms that are independent of g, o because
they wont be integrated and can be thought as constants. We have:

1 1 - _
I= ——logdet[af = ( 5 /61171017'2{(E + ’G|%a)(0+ \G|2qu)

J2
- LG la >}
(6.6)

We will now treat each term separately:
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e For the first term we will use log(b+ax) = logb+ %4* — “221)9622 +0(x3) and
the identity logdetA = TrlogA. Also we use the saddle point equation
0, — ¥ = G~'. Expanding this term and keeping only second order
we have:

1 1 - -
—iTT(—§J(7'1, T2)|G(T1, 7'2)’(12726’(7'1, 73)G (72, 74)|G(T3, 74)]112720(7'3, T4))-

This expression can be written using the symmetric kernel we have de-

~ —2 -2

fined K (71, 70573, 74) = —J2(q¢ — 1)|G(m12)| "> G(712)G(124)|G(734)| "7
as:

1

—W/dTldTQdT3dT4[O'(T1,TQ)K(Tl,TQ;T3,T4)0'(T3,7'4)]. (6.7)

e From the second term the only non trivial contribution is :

GU(1+ GG 2 )7 = GU((1+ qlg — )G 2|GP*1g%) ~ (sgnG)T 2 - g1, 72),

where we have used the definition of sgn function z = sgn(x) - |z|. But
in our model ¢ = 2n so ¢ — 2 € Z. That means that (sgnG)7~2 = 1.
Then the second term becomes:
1 1
3 /dT1dT2(U(T1,T2)9(Tl,T2) - §J2<q —1)g*(n, 7)) (6.8)

To keep our final expression for the partition function readable, from now
one we will use the shorthand notation:

(J\R[J) = /dTldTQdT3dT4[O'(T1,TQ)R(Tl,7'2;7'3,7'4)0(7’3,7'4)],

(olg) = /dTldTQO'(Tl,TQ)g(Tl,TQ).

Concerning the integration measure we have d%dG = |G |22;q |G| =5 dodg =

dodg. Our action becomes:

% — _LUZ‘(;—1)<J’K‘U> + %<0!g> - %ﬂ(q —1){glg) - (6.9)

Inserting this action to our partition function we get:

1

(0|R|o) + 5(0lg) — 3 7(a~1alo)}

(6.10)

(Z)y ~ /DgDarexpN- {- 4J2(;—1)

Using the Gaussian formula

2
/dxeax2+bx+c _ \/Feia+c7
a
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we can integrate out o to get an action for the fluctuations g of the bilocal
field G. We end up with the action:

2(g — -
I](\frl) _ J (q4 1) (g|K~* —1]g) . (6.11)

It is important to mention that the above expression is valid for all energies.

6.2.1 Conformal limit and Nambu-Goldstone modes

Now we once again study the action in the conformal limit. We can use the
already known expressions for the conformal propagator and the symmetric
kernel. The action (6.11) can yield zero when ¢ is an eigenfunction of the
symmetric kernel with eigenvalue 1. We will now prove that there exist such
eigenfunctions using the Schwinger Dyson equations.

As we have proved the Schwinger-Dyson equations are invariant under con-
formal transformations. That means that if we take a transformation 7 —
T+ €(7) and G, is a solution, then also G, + 0.G. is also a solution. To find
the explicit form of .G, we use the transformation rule for the propagator
for f(1) = 7 4 €(7) and expand in powers of €. In detail:

Ge(r,7') = [F() F (TP Gelf(7), F(7))
(1+A6( )+ e’(r'))( (T T+ e(1)0-Ge(7,7") + (70 G (T, T))
= Ge(7,7") + (A (1) + €' (1') + €(1)0r + €(7")0r ) G (7, 7).

Thus, we have:
8eGo(1,7) = (A (T) + € (7)) + e(1)0; + e(7") 0 ) Ge(T,T') . (6.12)

Now we can plug this transformation in the Schwinger-Dyson equation:
/dT’G(T, (', 7" = =6(r — ")
= /dT' (GC(T, ) + 0.Ge(T, 7'/)) (EC(T, ) + 8 (T, T/)) (6.13)
- / a7 (Gel(r,7) - 5cZe(r, ) + Selr, ) - 8.Ga(r, 7)) = 0.

For simplicity, we can write:

0Gex X+ Gede x . =0, (6.14)

where integration is implied. In the IR limit we can use: ¥ = G, ! and also
the definition ¥, = J2GY'. We can now multiply (actually we involute)
from the right with G.. Using also the chain rule §.X(G.) = dgX - .G, we
have:

5G4 Gex (J?(q—1)G9726.G.) xGe = 0. (6.15)

61



Using the expression for the kernel:
K (73,74,71,72) = —J*(q — 1)G(11,73)G (72, 74) G(11,72)" 2,
our equation becomes:
(1-K.)oG.=0. (6.16)

We see that .G, are eigenfunctions of the kernel with eigenvalue 1. We can
rewrite this expression in a different way to contain the symmetric kernel.
Using our definition (and once again avoid writing the integrals):

—2+g¢

~ 2

1— Ke=1- K|G(r12)| 7 |G(734)|
2— ~ 2

= [G(134)| 7 — K |G(m12)| 7

L (6.17)
— (1-K)|q7"

This is a shorthand for:

/dTldTQ—f{c(leTQ;T377-4)|G(7—12)’2;[156Gc(7—12) = ’G(T34)‘%56GC(T34)'

(6.18)
We just have proven that there exist eigenfunctions of K that have eigen-
value 1. These as we have said above are the ones that make the action 0.
Moreover, we have shown that these eigenfunctions are the reparametriza-
tions of the conformal propagator. The physical interpretation is that these
zero modes are associated with the spontaneous symmetry breaking of the
conformal symmetry of the action down to SL(2,R) by the solution G.. Thus
these zero modes can be viewed as the associated Nambu-Goldstone modes.

6.3 Action of the reparametrizations

We want to find the action for finite reparametrizations 7 — f(7) when they
are included in the original action. Here we will follow an intuitive argument
inspired by effective field theory. We are searching for an expression of lowest
order in derivatives that is invariant under SL(2,R) transformations. We will
work at zero temperature. We can state that we want an action that satisfies
the following:

o If f € SL(2,R) ¢ f(1) = Tt — S[f] =0,

o If f ¢ SL(2,R) — S[f] must be invariant under f — gjfig

The first statement follows from the fact that G, is invariant under SL(2,R)
transformations and hence dgy,(2 )G must yield zero. The second statement
follows from the fact that at zero temperature G, is invariant under SL(2,R)
transformations and therefore the reparametrization action must have an
exact symmetry under these transformations. Putting these statements in
another way we are searching for combination of derivatives of a SL(2,R)
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transformation F that reduces to exactly the same combination of derivatives
in f. We find the first and second derivative of F:

_af(r)+b
PO = efm v
T
PG
" N2
P — / _ 2¢(f")

(cf(r)+d)?  (cf(r)+d)?

In both these derivative we have a common term 1/(cf(7) + d)2. Thus we
consider:
LA S 1
Fr o f cf(r)+d
In the above expression the second term is exactly what we want but the
third term needs to be get rid of. We differentiate once more:
" ! £l 2 N3
P — f S — 6ef'f + 6¢*(f") . (6.19)
(cf(r)+d)? (cf(r)+d)?®  (cf(r)+d)

Dividing by F’ we get:
F/// B ﬂ B 6Cf// 402(f/)2
P T e ) R e (6:20)

. . . . " "
This term is similar to % Thus we can square % and we get:

f cf +d) ~ (ef +d)*
We can make the following combination:
Ja 3 /F" 2 f/// 3 f// 2
F/_2<F/> :f,_2<f,> = ({7} (6.22)

This expression is called the Schwartzian Derivative. It is an operator that
is invariant under SL(2,R) transformation. We are going to prove the above

statement. Suppose
at +b

f(r)= o a © SL(2,R).
Then we can define u(r) = f'(r—Y2) = ¢r + d. Then:
W' =0 o _Z(f/>—5/2f// B %(f/)—?,/Qf/// —0

IR f_3<f> _

o) (f’ 2\ f 0 (6.23)
& =3 (ST} =0

< {f,7}=0.
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In the end, we have found an expression that yields 0 if the reparametrization
is a linear fractional transformation and moreover it is invariant under a
SL(2,R) transformation of the reparametrization. The action can be written
as:

I -
5= JC/dT{f,T}. (6.24)
The constant c is found to be (for large q):
1
c P —
442

We can go now to finite temperature (we map the line to a circle) by f(7) =
2miT

exp(=5*) or f(7) = tan(’F). The action becomes:

Ig  —c p 27T - B (or? _—02772
v [eeha -5 [ (55) -5 6w
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Chapter 7

Chaotic behaviour of SYK
model

So far we have treated the SYK model in zero temperature (8 — oo) and
have only given the related expressions in finite temperature. In this chapter
we are going to study the chaotic behaviour of the SYK model in finite
temperature. First we are going to give a short introduction on the relative
new field of chaotic behaviour of quantum systems and then we are going to
study the chaotic behaviour of the SYK model.

7.1 Chaotic behaviour in Quantum Systems

The chaotic behaviour (or else strong chaos or the butterfly effect) of a
general quantum system can be characterized using a time-separated com-
mutator [W(t), V(0)] between two Hermitian operators W(t) and V(t). This
commutator measures the effect of a perturbation by V(0) on the measure-
ments of W (t) at a later time ¢ and vice versa.One possible measure of such
effects is

C(t) = ~((W(1),V(0)*) = Z7' TP (W (t), V(0)]7] (7.1)
where Z = Tr[e™PH]. A quantum definition of strong chaos is that
C(t) ~ 2W @)W (@) (V(0)V(0)), (7.2)

for large t, regardless the choice of W,V with the restriction that they have
zero thermal one-point function.
To see how the commutator C(t) has a connection with chaos, we can choose
W(t) = q(t) and V(t) = p(t). In the semi classical limit the commutator
becomes a Poisson bracket;:

dq(t)

[W(t), V(0)] = in{q(t), p(0)} = iﬁm : (7.3)
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We see that the commutator describes the way the position of the system
depends on its initial position or the measure of the divergence between
nearby trajectories. In classical theory, such a a divergence is characterized
by the Lyapunov exponent A;. This quantity is defined by:

[8q(t)| ~ €134 (0)] . (7.4)
If we take the limit |0g(t)| — 0, we have:

0g()| _ 9q(t)

lim ~ et 7.5
9O 54(0)] ~ 9y 0) (79

We see that, at least in the semi classical approximation, the commutator
[W(t), V(0)] has a direct connection with chaotic behaviour. From a purely
quantum mechanical point of view we can view C(t) as a measure of the
growth of the operator W (t) expressed as a sum of products of basis opera-
tors. For example in an Ising system (in 1-d) these operators are the Pauli
matrices. Evaluating C(t) we find that:

C(t) = 2W2(t)V?(0)) — 2(W(H)V (0)W (t)V (0)) . (7.6)

At large t, the first term converges to a constant value while the second term
(the out-of-time order correlator) vanishes exponentially. This means that
the increase of C(t) is caused by the decrease of the OTO correlator. From
this, follows the quantum definition of strong chaos (7.2).

Now, we will present another intuitive way that connects the out-of-time-
correlator of 7.6 with quantum chaos. Suppose we have a quantum state

|¥)-

e First, we are going to act on the state with the perturbation V. Then
we evolve our state at time ¢, we act with W and then we evolve back
to t = 0. This procedure is:

) = [¥1) = U0, )WU(t,0)V [¢) = W()V(0) [¢) . (7.7)

e Now we do the reversal procedure. We evolve our state to t, we act
with W, then we evolve back at ¢ = 0 and then we act with V. This
is translated to:

[¥) = liha) = VU0, )WU (¢, 0) [) = V(0O)W (2) [¢)) - (7.8)

Now we take the inner product (t2]t1). This gives the OTO correlator we
are interested in. Moreover, this inner product is, in some sense, a measure
of the similarity between these two states. Thus, the exponential vanishing
of this correlator means that after some time these two states are nothing
alike. These 2 completely different states is a characteristic of the butterfly
effect.
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7.2 Scrambling of information

Up until now we haven’t given any formal definition of quantum chaos but
intuitively we have tried to connect the growth of 7.6 with concepts of clas-
sical chaos. There is no clear evidence that this commutator is in agreement
with previous work done in the field of quantum chaos. Bearing this in mind,
the main purpose of the work done with OTOC is to search for connections
with scrambling of information either from the black hole perspective or by
the quantum information one. Scrambling of information can be thought as
how fast information about a specific part of the system spreads to the rest
of it.

A nice and relative simple model, proposed in [1 1] to study such effect is
an ensemble of qubits ! interacting with an Ising system. Before presenting
the qualitative results of this work, we will recall some useful quantities.

First, we know that the Hilbert space of a composite quantum system
can be written as the tensor product of the Hilbert space of each subsystem:
H = Ha® Hp.... Suppose we have only two subsystems A,B in a state
|¥). To compute the density matrix of one subsystem we trace out the
degree of freedoms of the other system. For example, p4 = Trg |¥) (U], If
our system is in a mixed (entangled) state then the density matrices of the
subsystems are also mixed states. These states can be thought as ensembles
with the density matrix given by p = >, pg [¥r) (¥%]. One famous ensemble
is the canonical:p = e ##. Another way to see if the two subsystems are
entangled is to calculate the von Neumann entropy of a subsystem: Sy =
—trg(—pAlogp?). This entropy is greater than zero if and only if |() ¥) is
entangled.

Now, suppose we have mixed state but we want to construct a pure one.
This is done by the thermofield double formalism. The trick is to treat our
mixed state p as a pure state in larger system. To do this, we consider two
identical copies of a subsystem. Then we consider the thermofield double
state

1 _
TFD) = iz 3 e /2 ), b (7.9)

The total density matrix is p = |TFD) (TFD|, as expected from a pure
state. Then the density matrix for the subsystem L is given by: pp =
trrp = e A1, The thermofield double also plays a crucial role in black hole
physics/information theory and in AdS/CFT [9,11,12].

Another essential quantity for the analysis that we will present below is
the notion of mutual information which is a measure of correlation between
subsystems. For two subsystems A, B it is defined as: [ =S4+ Sp — Saus,
with S the von Neumann entropy.

"Particles with 1/2 spin that are frozen in sites and interact among each other because
of their spin
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Now that we have recalled all the neccesary quantities we will expose the
qualitative results of [11]. In this work, they prepare a thermofield double
state with 10 qubits on the left subsystem and 10 on the right. The Ising
Hamiltonian is written in a way that is not integrable. Then the fifth qubit
of the left system is perturbed by o, in the past (at ¢, and at ¢ = 0 the
state is:

}\I’/> — e*iHLtwo-Z€+iHLtw |‘~I}> )

Since o, does not commute with the Hamiltonian, the perturbation alters
the state of the system. Then mutual information is calculated for the first
two cubits of the left and the same qubits on the right. The qubit that was
perturbed was not included in the calculation. The plot is shown below:

2.5

2.0

1.5

1.0

0.5

0.0

Figure 7.1: Mutual information (blue line) and spin-spin correlation as a
function of the time of the perturbation.

As we see, the mutual information remains constant for some time and
then suddenly it drops to zero. The constant part is due to the time that the
perturbation on the fifth qubit needs to propagate to the qubits under study.
But as I — 0, we cant learn anything from the qubits of the R subsystem
as the correlations of the thermofield double are destroyed and information
gets scrambled. Moreover, we see that the scrambling effects do not happen
instantly but it depends on how fast the perturbation propagates. The
scrambling time should depend on the size of the system as in a system
with more qubits, the propagation will be slower. In [9] it is stated that the
scrambling time is £, ~ logN, with N the number of qubits. The logarithm
here is another similarity to the classical chaos as we can see from (7.5):

. . 1. |oq(t
>‘L = llmt%+oollm|q0|_>0 <tlog ||6Z((O))|’) . (710)
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Another interesting fact that we can see from the behaviour of this model
is the similarity with the butterfly effect as in both cases a small effect
changed drastically the correlation between different parts of the system.
Moreover, the vanishing mutual information bears resemblance with the
vanishing OTO correlators.

7.3 A bound on chaos

For many years, the black hole information paradox has been a subject of
interest. Although, we are not going to get into details here, this prob-
lem arises when one tries to study the quantum nature of a black hole.
The unitarity of quantum mechanics does not allow loss of information but
scrambling is allowed. Black holes then scramble information in such a way
that it becomes inaccessible.

A lot of work, such as [11], has focused on quantifying the scrambling of
information inside a black hole, mainly by the notion of mutual information.
Using holography, it has been found [I1] that mutual information is an
exponentially decreasing function ~ e2mtw/b /S of the perturbation time ¢,,.
As we know, S increases with the size of the system (although in black holes
S ~ N?). Along with the exponential decay of the mutual information we
get the logarithmic law for the scrambling time. Thus, mutual information
reaches zero when 5

* ™~ T

27
Recalling that this exponential is the qualitative analogue of the Lyapunov
exponent, we see that in black holes

t log$'. (7.11)

A== (7.12)

Therefore, we can write t, ~ % This means that a larger system (larger

S) scrambles slower, while the higher the Lyapunov exponent the smaller is
the scrambling time.

As far the size of the system everything is pretty straightforward. But
regarding the Lyapunov exponent as a measure of chaos there isn’t much
information. Why the black hole value A\j, = %” is important has been re-
cently answered. By using mathematical arguments, concerning the OTOC
function F(t) = (W(t)V(0)W (t)V(0)) as analytic in the complex time con-
tour, a universal bound has been established [9]. The universal bound is
found to be

AL< (7.13)

This result along with the expression 7.12, promotes black holes as the sys-
tems where scrambling is the fastest. Following the AdS/CFT conjecture,
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for a large N system to have a bulk dual it must certainly saturate this
bound. It also speculated [9] that this saturation is enough for such a sys-
tem to have a bulk dual at least at near horizon region.

7.4 Chaotic behaviour of the SYK model

Having introduced the theoretical tools to study the chaotic behaviour of a
quantum system, now we are going to derive the OTO correlators for the
SYK model. The analysis presented in this section is mainly based on [2].
For our case, we will consider an OTO correlator in real time with the
fermions separated by a quarter of the thermal circle:

F(ty,t2) = Trlyzi(t1)yz; (0)yzi(t2)y;(0)],  y = p(B)/*. (7.14)

The 1/N contribution of F' is determined once again by a set of ladder
diagrams that live on the thermal circle and a pair of real time folds for the
operators x;(t1)x;(t2). Pictorially the time contour we are interested in is:

where the blue dots denote the real time folds. As t1,t2 become large,
these folds grow and in the end the growth of the 1/N part of F is determined
only by the real time part of the contour. Working on real time now, we
have to define the retarded propagators. First, we find the expression for
the propagator in Lorentzian time by setting 7 = it in (2.34). Since the
correlator we have computed is not analytic at 7 = 0, we have to determine
if we are doing the analytic continuation of 7 > 0 or 7 < 0. For 7 > 0 we
have:

(x(t)x(0)) = G.(it + €) =b——5%
X e (7.15)
RSy e

But we are interested to find the correlators at finite temperature. This
means we have to do the same but in the expression:

i 1
V2Jp \ /sin%
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The retarded propagator is defined as:
Ger = (x(t)x(0) + z(0)x(2))0(t) . (7.17)

For finite temperature 3, using simple algebra and standard trigonometric
identities we get:

2A
Ge.r = 2bcos(TA) [Bsih”t] 0(t). (7.18)
B

To help us analyse this ladder diagram, we define the retarded kernel:
Kp(ty, to, t3,t1) = J*(q — 1)GR(t13G r(tas) Gir (t34) 72 (7.19)

Gy, is the Wightman correlator, where the two operators of (2.38)are sepa-
rated, apart from the real time separation, by a half the thermal circle. It’s
expression is given by

2A
G (t) = (x(iT + 75/2)x(0)) = b [,Bcosh’g] . (7.20)

According to [2], the asymptotic growth of F is determined by the condition
that adding one rung to the ladder does not change the value of the lad-
der. This means that F must be an eigenvector of the retarded kernel with
eigenvalue one. Thus it must satisfy the integral equation:

F(ty,t2) = /dtgdt4KR(t1, to,ts,tg)F (ts,ty) . (7.21)
To solve this equation an exponentially growing ansatz is used:
Flts, ty) = f(t3 — tg)e rlts+ta)/2. (7.22)

The motivation for choosing such an ansatz is that for t3 = t4 = ¢, F' should
be proportional to the Lyapunov exponent, as we have mentioned in (7.1).
In other words,

F(t,t) = Trlyz;(t)yz;(0)yz;(t)y;(0)] ~ Mt (7.23)

The integral equation becomes:

2—4A
2 2 2 h r2 1
F(tl, tg) =4J (q — 1)quOS (WA)?T dt3 dt4

cosh%
1 2A 1 2A
N - ta —t eAL(t3+t4)/2.
(ﬁsinh”?“) <Bsinh7rtﬁ13> f(ts —ta)
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Solving this equation [2], one finds:

—hm/B(t1+t2) r'3—-2/q)T'(2/q—h)
€ q q

F(ty,t2) = , kr(h)= . (7.25
(b1, 22) [cosh%]m_h () I(1+2/¢)T(2—-2/q—h) (7.25)
As we have said, we are interested in kg = 1. The only solution to this is

h = —1 as once can see. For h = —1 and t; = to = ¢ we have:

2ry

F(t,t)=e?". (7.26)

From this expression and our expectation from theory one can recognize
that A\p = 2% This means that the SYK model saturates the universal
bound value for the Lyapunov exponent and according to previously stated
conjectures, it should have a bulk dual.
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Chapter 8

Final remarks

In this final chapter, we are going to present some of the most interesting
varieties of the SYK model along with their important features. Moreover,
a short discussion concerning the bulk dual of the SYK model will be made
and in the end we will close the main part this master thesis by a section
with conclusions.

8.1 SYK-like models

Along with the research concerning the SYK model, there have been pro-
posed interesting models that try to address and encounter its main prob-
lems. There has been a research on supersymmetric SYK models [14]. Sim-
ilarly to the SYK model the full superconformal symmetry is spontaneously
and explicitly broken and there exists also SuperSchwarzian action. The
important difference between the supersymmetric model and SYK is that in
the supersymmetric model the Gaussian variables and not independent.

There is a SYK tensor model studied in [4], [5]. Its main advantage is
the lack of the disorder average (since its lack of dynamics an AdS/CFT in-
terpretation obscure). The SYK-tensor model reproduces the diagrammatic
structure of the original SYK. On the other hand there is no effective action
describing the model and as a consequence there is no Schwarzian action.
The lack of these features is concerning as they consist of basic features of
the SYK model.

There is also a generalized SYK model proposed [6]. This particular
model consists of f flavours of fermions, each occupying N« sites and ap-
pearing with a ga order in the interaction. It has been shown that in this
model there is always a dimension-two operator in the spectrum of the bi-
linear singlet operators. This implies that there is a conformal symmetry
breaking and maximal chaos in the infrared four-point function.
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Another interest generalization of the SYK model is the 2d QFT ana-
log [7]. The action of this model consists of an unconventional kinetic term
imposed so that the fermion field is dimensionless. As a consequence, the
coupling of the interaction is relevant. This makes the model strongly cou-
pled in IR as the original SYK and in conformal limit the SD equations are
diffeomorphism invariant.

8.2 Search for bulk dual

There is active research on describing the physics of the SYK model as a
two dimensional gravitational theory. The fact that the action of the SYK
model looks like a classical system for the bilocal fields allow us to think of a
field theory defined on two dimensional space. Moreover, in nAdSy gravity
we have the same pattern of symmetry breaking. Reading the propagating
modes, we get an infinite tower of dimensions but their shift is of order one
and not 1/N. Thus, we can’t view these states as a two particle state in a
weakly interacting bulk dual.

There is another interesting approach [3], [13], [17] that takes advantage
of the solvability of the model in large N. The action is constructed by
massive scalar fields (due to AdS/CFT correspondence) from the bilinear
O(N) operators up to order 1/N. The masses of the fields are related to
the dimensions of the primary operators of the SYK model. Then, the
coefficients of the interactions of the bulk dual are fixed to match the SYK
correlation functions. But there should be a string-like interpretation of
the bulk dual that hasn’t been found. As proposed in [13], the research
to understand the bulk should start with the correlators of large dimension
operators, thus the interaction between very massive bulk fields.

8.3 Conclusions and discussion

In this thesis we have studied the SYK model. Along the way we have
encountered many interesting features of the model. Also in the beginning
of this chapter we have given an overview of various SYK- like model that
there is active research and the current state of the bulk dual of the model.

To conclude this thesis we now list the main reasons that made the SYK
model to attract so much attention:

e The hallmark feature of the model is the emergent conformal symmetry
at strong coupling. This symmetry is spontaneously broken down to
SL(2,R). Moreover, this symmetry is also explicitly broken when we
consider the model away from the IR limit. Due to this breaking,
the reparametrization modes can be thought as Goldstone modes as

74



they acquire a non-zero action. This symmetry breaking pattern is
identical to the one found in Jackiw-Teitelboim gravity.! Taking this
breaking pattern under consideration, the model can be thought as a
nCFTi/nAdS, example.

e The action of the reparametrization modes is found to be a Schwarzian.
The same action can be found in boundary dynamics of the spacetime
in Jackiw-Teitelboim gravity.

e In the large NV limit the model becomes classical and therefore solvable.
The equation that need to be solved involve the bilocal fields G, Y.
These fields can be thought as ’living’ in two dimensions.

e The model has O(N) symmetry.

e The model saturates the Lyapunov exponent and thus, it should have
a bulk dual.

e The model has been completely solved as even eight-point functions
have been calculated and the scheme for their calculation can be ex-
panded to higher-point functions.

LAs the gravity dual goes beyond the scope of this thesis, there will be given relevant
references for the interested reader at the end.
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Appendix A

Conformal Field Theory

A.1 Conformal transformations

A conformal field theory is a theory that is left invariant under conformal
transformations. In a d-dimensional space-time we define the conformal
transformations as the transformations that leave invariant the metric g,
up to a local scale factor.

g:“,(x’) = Ax)gu(x). (A.1)

For A(x) = 1, we have isometries. In the flat space where g, = 71u,
the group of isometries is the Poincare group, a subgroup of the conformal
group. The case where A(xz) = const. corresponds to scale transforma-
tions/dilatations. These transformations preserve the angle between inter-
secting curves.

An infinitesimal coordinate transformation is expressed as :

ot — 2t =2t + et (z), (A.2)

where e#(x) is very small. The metric is a (0,2) tensor and under coordinate
transformations transforms as:

dx® Oxb

/ no__
I\ &) = 505 Gab - (A.3)
Under the previous infinitesimal transformation, we have:
g:w = (5au - 8u€a)(5bu - aueb)gab (A 4)
= g — (Oper + Opey) + O(e).
With A(x) ~ 1 — f(z), we get
(Ou€v + Oven) = f(2)gu - (A.5)
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By taking the trace of the previous expression:

2

fl@) = 20, (A.6)

For our purposes, we take g,, = 1., = diag(1,1,...,1). The treatment will
be identical to Minkowski spacetime too. Once we take the derivative 0, of
(A.5), we have:

(apaueu + 8pal/6M) = (apf(x))glt” : (A7)
Permuting (1 <> p) and (v < p), we get

20,0u€p = NupOu f 4+ MupOuf — N0, f - (A.8)
Multiplying by n*” we get:

277w/8u81/€p = nlwnupauf + Uuynupauf - U“”ﬁ;wapf

) (A.9)
©20%, = (2 d)o,f .
Differentiating with 9, and using 9% of (A.5), we end up with:
(2 — d)0,0u f = w0 f — (d—1)9*f = 0. (A.10)

For the case d = 1, we have no restrictions in f and we will study later this
particular case. The d = 2 is special and we will not study this case in this
thesis. For d > 2 ,the above equation implies that 9,,0, so f is at most linear
in xt.

f=A+ Bt (A.11)

with A, B constants. So at the level of e, this implies that € is at most
quadratic in coordinates.

€y = ay + bux” + cppx’al (A.12)

with ¢, = ¢upr. Plugging this in (A.5) we get:

2
Ou(ay + burx”™ + cprpr™a?) + 0y (ay + b’ + cppr”’xf) = ga,\eun”)‘.
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Comparing the term of the right and left side of the equation we get:
e a, has no constraints and corresponds to infinitesimal translations.

® by = anuy + my, with my,, = —m,,. The trace part corresponds to
an infinitesimal scale transformation (o = éb/\ A and my,, corresponds
to an infinitesimal Lorentz rotation.

® Cupv = Nupby + Mubp — Mupby With b, = éc’“,w a constant vector.

The last transformation is called Special Conformal Transformation (SCT)
and acts on coordinates as:

ot — 2 =t 4 2z - )zt — b (A.13)
The finite versions of the above transformations are:
e Translations: z'* = z# + ot.
e Dilatations: ' = azH.
e Rotations: 2/* = MHvz".
o SCT: o/ = j=bhe

If we introduce the inversion transformation I such that:

/ aht
I::E“—ME“:?, (A.14)
with 1?2 = 1 we can see that the SCT is equivalent with performing an

inversion followed by a translation and then another inversion.

Finally, counting the generators in d dimensions we have: d generators
d(d—1)

from translations, d generators from dilatations, =—— generators from ro-

tations and d generators from SCT. So, we have w generators.

A.2 Conformal group

The conformal transformations posses the structure of a group. The com-
position of conformal transformations yields another conformal transforma-
tion and every conformal transformation has an inverse that is a conformal
transformation too. We will now construct a representation of conformal
generators that act on fields/functions.
Given a conformal transformation x — 2’ = 2/(z) we define the action
on fields ®(x) as
b(2') = d(z). (A.15)



We can always write an infinitesimal coordinate transformation as:

oxt
= gh — A.16
x +w :
o (A.16)
where w,, is very small. We define the generators G, of such transformation
as:

0u®(x) = &' (2) — O(2) = —iwaGa®(x). (A.17)
Taylor expanding ®(x) we have:
M) = B2 — w0, )~ D) — w,
O (z) = P(z — wq 5wa) ~ Q(z) — wy S 0u®(x) . (A.18)
In the end we have:
, dxt
iGa®(z) = ﬁa,@(x). (A.19)

We focus now on the conformal transformations. For translations, z/# =
" + w¥*,. Thus, gi—z = 0*,. Putting this in the equation (1.19), we find
that the the generator for the translations is:

P,=—1i0,. (A.20)
An infinitesimal Lorentz transformation can be written as:

't =gttt =t + wonHaz”
1 (A.21)
=+ 5(“/)1/77’)“9”” + wypn ),

where w,,, = —w,,,. Using this relation we find that
oxt 1

— Z(pPlg? — pVEpP) .
5o 2(77 z¥ —ntal)

The generator that corresponds to Lorentz transformation is given by the
expression:

iG®(x) = é(np"x” —n"HaP)0, = %(33”8,, —zf0,). (A.22)
Thus, we get the familiar expression:
L, =i(x,0, —2,0,) . (A.23)
For a dilatation, we write the infinitesimal transformation as:
2t =2t + ozt = 2 + anx, . (A.24)
We can easily see that the generator of dilatations is given by:
D = —iz"9, . (A.25)

We summarize the generators of the conformal algebra as differential oper-
ators acting on functions:
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e Translations: P, = —i0,.

e Rotations: L, = i(x,0, — x,0,).

e Dilatations: D = —iz#0,,.

e Special CT: K,, — i(2x,2"8, — 2%9,,).

We can now obtain the conformal algebra:

D, L) =0
P, P)=0
K, K,]=0
D,D] =0
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We define the above generators:

1
Juw = Ly, J10 = §(Pu - Ku)'

1
Jo10=D,Jou = §(Pu +Ku)-

and J,p = —Jp o with a,b € {—1,0,1..,d}. The above generators satisfy
the following algebra:

[Jab, Jed] = 1(NadIbe + Mbedad — NacIbd — MbdJac) » (A.26)

with 74, = diag(—1,1, ..., 1).

The above relations show the isomorphism between the conformal group
in d dimensions and the SO(d + 1,1) which has w too. It is im-
portant to notice that the Poincare group together with translations form
a subgroup of the full conformal group. This means that a theory invari-
ant under rotations, translations and dilatations is not necessarily invariant
under the special conformal transformations.

A.2.1 Conformal transformations in d = 1 dimensions

In one dimension there is no definition of angles so we are left with the
transformation. The only transformations we can have are:

e Translations: 7' =7+a

e Dilatations: 7/ =b1

e Special conformal transformations: 7 =a+b-7+c- 72

Moreover, we can see from equation (A.10) we can conclude that in one
dimension there is no constrain on f,so we can say that every smooth trans-
formation is conformal. In terms of group theory, Conf(R') = Dif f(R').

A.3 Action on operators

Symmetries in quantum field theory are realized as operators acting on the
Hilbert space (Schrodinger picture) or on local operators (Heisenberg pic-
ture). We follow the second view and we have a multicomponent operator
®o(z). In this picture the spacetime dependence is given by:

ba(z) = e~ P70 (0)e P2 . (A.27)
We now take the derivative:
Ouda(x) = e’ipx(—iPM(;ﬁa(O) + d)a(O)iPu)eipz
= —iP,da(x) + ¢o(z)iP, (A.28)
= =[Py, pa()].
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From this we obtain the action of the generator on the operator:

[P, $a ()] = i0upa() - (A.29)

We will find now the the action of the remaining generators on our operator.
First, we will focus in the stability group, the group that leaves the origin
invariant. In case of the conformal group, it is spanned by Lorentz rotations,
dilatations and special conformal transformations. We define the actions of
these operators at the origin:

D, $a(0)] = iAdq(0). (A.30)
Ly $a(0)] = i(Su)505(0). (A.31)
K, 9o (0)] = 0. (A.32)

where A is the scaling dimension and Sy, is a spin associated matrix which
is zero for scalar fields. The above transformations are the definition for a
primary operator of scaling dimension A. A primary operator is an operator
that is annihilated by a special conformal transformation at the origin.

With the use of (A.27) combined with the conformal algebra we are able
to derive the action the action of the conformal generators on ¢o(x). We
will also use the Haussdorff formula:

1

e 4Be! = B+ [B, A] + 51

[[B, A], A] + ...
For the dilatation operators we get:
[D, ba(@)] = De™ "6 (0)e™ — e 6 (0)e'™ D
— e—iPmeiPxDe—z’Pm(ba (O)eiPx . e—iPz¢a (O)GiPmDe—iPzeiPm
_ efiPxﬁ(ba (0>6iPx _ efiPx(ﬁa(O)beiP:v
— P [D, g0 (0))e .
(A.33)

where we have defined D = ¢?*De~P*_ Using the Haussdorff formula we
find:
D =D+ iz"[P,,D|+..=D+a'P,. (A.34)

Thus, we obtain:
(D, ¢a(z)] = i(A + 2"0u)da(z) . (A.35)
Moving to the generator of rotations we get:

[Lyws b ()] = € P [ Ly, 66 (0)]eF" . (A.36)

83



Again, using the Haussdorff formula and the conformal algebra
LAV: iP:CLV—iPx:LV LV—P P
o e u€ v+ Ly, —iP,2"] (A.37)
= Ly — (@ nup Py — 2P0 Py) -

Finally, we get:
[L;u/a ba(T)] = _i(xuav - xvau)ﬁba(:f) + i(SuV)aﬁgbﬁ(m) . (A.38)

Following the same procedure for the generator of special conformal trans-
formations we find:

(K1, b (2)] = 202, A0 () + (22,270 — 20,) bo () + 2i2P(Spp)apdp () -

(A.39)
For a primary scalar field ®(z) of scaling dimension A we find
ox' —-A/d
b(z') — &'(2) = By O(x). (A.40)
The Jacobian of the transformation is given by:
ox'
—| = Ax)"2. A4l
=A@ (A41)
Thus, we have:
' (') = Az)?®(z) . (A.42)

A.4 Consequences of conformal invariance

A.4.1 Classical symmetries in quantum field theory

In this section we will study continuous transformations in quantum field
theory. We consider a general action:

S = / F2L(5,0,6) . (A.43)
Under a general transformation,

r— 2 =2 ().

¢ — ¢ (a') = F(¢(x)).

the action becomes:
S[¢'] = / d"zL(¢, 0u¢)
_ / ! (¢! (2'), 8, (+'))
:/qufw@»%fw@m

/ v
:/ddx Ox Ox

T Ot

ox

(A.44)

L(F(¢(x)) O F(p(x))) -
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Now we must specify the conditions under which the actions is invariant
S[¢'] = S[¢] for a given transformation. Then we can say that the transfor-
mation is a symmetry of the theory at classical level. For start, we consider
translations:

" = zH + at.

¢'(x + a) = ¢(x)

For those transformations, we have gjf; =0 J=1,F =1, It is trivial
to see that the action is invariant unless it depends explicitly on x.
Next, we consider Lorentz transformations:

ot =AM, (A.45)
¢'(Az) = Lao(x). (A.46)

where A¥, satisfy 71, A*,A"; = 1,, and the matrices Ly form a repre-
sentation of the Lorentz group. The Jacobian of these transformations is
_ |0z | _
J=|57|=1
Thus, the action becomes:

Sl = / A2 L(Lng, A 0(Lrd)). (AAT)

Suppose ¢ is a scalar field. Then Ly = 1 and the action is invariant provided
that the derivatives J,, are properly contracted.
Now, we analyse scale transformations

ox

.T/:)\ZU—>J: % :>\_d.
¢'(\z) = A2 ¢(x).
The transformed action becomes:
S[¢'] = N4 / A LR e, NT20,0) (A.48)

For example, the action of a free scalar field is

S[p] = / d%20),0" ¢ . (A.49)
It transforms as:

S[#) = A / (A B9,0) (A 200 g)
— )\d*?*QAs[qs] )

(A.50)
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For the theory to be invariant under the scale transformation, A = %l -1
We can also add an interaction of the form

S[6limt = / iz,

but for the theory to be invariant we must have n = % = d27:12‘ So we can

add a ¢? interaction in 6 dimensions or a ¢* interaction in four dimensions.

A.4.2 TImplications for the stress-energy tensor

For our discussion, we will consider infinitesimal transformations:

oxH
T
x x —i—wG&%, (A.51)
' (z") = o(z) + wa—(sf (A.52)

dwg

We consider now the change of the action under these transformations. The
Jacobian changes as follows:

oz, dz¥

Using the identity det(1 4+ A) ~ 1 + TrA, we obtain:

ox’ St
Thus, the transformed action becomes:
“w
S = /ddx<1+8uwa§x)
OF - ox” OF (A.55)
x E(qﬁ(w) a8+ O ) (B() + aywam)).

We can now expand the Lagrangian and keep only terms of first derivatives
of w,. We get:

68 = — / d4zjtw,, (A.56)

with the current associated to the infinitesimal transformation:

. oL ox¥ oL OF

= <78qu - 55,5) .

0(0,9) dwg  0(0,0) dwq

The Noether theorem states that to every continuous symmetry of the ac-
tion, we may associate a current that is classically conserved. Assuming now
that the transformation (A.51) is symmetry of the action, that means that

(A.57)
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it leaves the action invariant, and the fields satisfy the equations of motion
then §5 = 0 for every variation w,. We integrate by parts (A.56) and arrive
at the conservation equation:

il = 0. (A.58)

We can then define a conserved charges:

Qa = / Al (A.59)

Then,
0Qu = [ a0t = [ a o o (A.60)

In the last step, we have assumed that the fields and thus j¢ vanish suffi-
ciently fast at infinity. We can always redefine the given current as

Ja = jb +0,B"", (A.61)
with B = —BYF. 1t is is to see that the redefined current is also conserved
as:

Oujll + 0,0,B" = 0,5l =0, (A.62)

as the term 9,0, B"" is the product of derivatives, which are symmetric
under p <> v, with the antisymmetric B*” and consequently it vanishes.

Energy-momentum tensor

Now we consider an infinitesimal translation z# — x* + e*. Then we have

dat _ o, OF

dxv v Sev

Using these relations, we get:

oL
TW = ———0,¢ — "L, A.63

where T#" is the canonical energy momentum tensor. The conservation law
becomes:
0,TH = 0. (A.64)

The conserved charge is the momentum:
P¥ = /ddlecOV. (A.65)

For example, the energy is:

PO = /dd—lefo = /dd_lx(aﬁ. —E) = /dd—lm. (A.66)
o
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It is found out that when the theory is Poincare invariant, we redefine a
new symmetric tensor.

TH — TH, (A.67)

with TH = T"#. This new tensor is called the Belifante tensor. It is based
on the freedom we have to redefine the energy momentum tensor as:

TH =T + §,B, (A.68)

with BPFY = —BH*Y. Of course this redefinition does not violate the con-

servation law. The tensor BP*” is then constructed in such a way that the

antisymmetric part of the redefined T*” vanishes. For more details, see [27].
We consider now an infinitesimal diffeomorphism:

o't = at + e (x). (A.69)

From (A.56), we have:

- [ [ea am

Conformal invariance and stress-energy tensor

As we will now see the scale and the conformal symmetry has important
implications for the stress-energy tensor. Suppose we have translation and
Poincare invariance and we impose now conformal invariance. We have
shown that for an infinitesimal conformal transformation:

Ou€y + Opey = N f (). (A.71)

Thus, equation (A.70) becomes:

68 = — / d*x T f (). (A.72)

For a scale invariant action, we have 05 = 0 and f(x) = a. Thus, for scale
invariant theories the stress-energy tensor is traceless, T}, = 0. For special
conformal transformation, the function f(z) is not arbitrary. But if the
stress-energy tensor is traceless, T}/ = 0 then we have once again 65 = 0.
Then, the theory is conformally invariant.

A conformal field theory must have a conserved and symmetric stress energy
tensor (9, 1" = 0,T* = T"") that is also tracelessT}; = 0.
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The free boson

As an example of the above, we will study the Euclidean action for a free
boson. The action is

1
Sl = 5 / 20,60" . (A.73)
From equation (A.63), we obtain the stress-energy tensor of the theory:
1
T — —in“”(?,.iqﬁ@“gb + 0ot . (A.74)

Of course, the tensor is already symmetric. It also conserved when we use
the e.o.m 9,09 = 0. The trace is:

TV = TR = L 18,6056 + D005
. 2 (A.75)
= —5(d-2)9.60"6.

We see that in d = 2, the trace vanishes and thus the theory is conformally
invariant.

A.4.3 Quantum conformal symmetry: implications for cor-
relators

As we have seen when an action is invariant under some symmetry that
means that the theory has a classical symmetry. Now we will study the
quantum theory. The natural object that we are interested in are the cor-
relation functions:

(@)tln)) = 5 [[dhota)olwn)e 9. (a0

We will assume that the action and the integration measure are invariant.

The fact that the integration measure is invariant is highly non-trivial for

scale transformation because QFT come with a scale (UV-cutoff).
Provided the action has a symmetry we can show that:

(@(21)---0(20)) = (¢ (21)...¢' (7)) = (F(d(21))-- F(p(zn))) . (ATT)

Indeed under a transformation

/ [dg]p(x))...d(),)e 51 = / A6 (1) () e 51"

(A.78)
- / () F(6(21)) . F(d(n))e= 59

In the last line we have assumed the invariance of the action and the inte-
gration measure.
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For example, for translations we get:

(p(x1 +a@)...0(x2 + @) = (¢(21)...0(2n)) , (A.79)

and we see that the correlators, in a theory with translational invariance,
are only functions of relative positions. Now we consider Lorentz transfor-
mations acting on scalar operators. From equation (A.77) we have

(P(A" 2Y)..p(A ) = (D(21).d(2n)) - (A.80)

A.4.4 Conformal invariance constraint on correlators

We assume now that our theory , apart from the Poincare invariance, has
also full conformal invariance. We will focus on correlators of primary scalar
fields. Under a conformal transformation z — 2’ equation (A.77) implies

. , 8 r1—A/d a —Ay/d
(Bah)b@)) = |Go| | Gr| | (ele)s@),  (A8D)
or equivalently
a r1A1/d a 11An/d
(@@n)d@n)) = |5 |G| (Ga)-oe) . (AS2)

We will now consider the implications of these results in two and four-point
functions.

Two-point function

Taking under consideration Poincare invariance (translations and rotations)
the two-point function is

(P1(x1)P2(x2)) = f(lz1 — 22) . (A.83)
Scale transformations z — ' = Az imply
(f1(1)da(w2)) = AXTE2 (¢ (A1) o (Aa)) - (A.84)

We can deduce that f(z) = A*1+22f(\z). Then the two-point function
becomes:

Cr2
(p1(z1)p2(2)) = ATA; (A.85)
’1,1 _ fL'2| 1 2
Now we consider special conformal transformations. They satisfy
or’ 1
—| = . A.86
oz (1—2b- 2+ b22?)? ( )
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Introducing v, =1 —2b - x; + beZZ we have,

/ A |xz - xj|
i
Then special conformal transformations imply that:
A1t+Ag
C12 1 C12 B Cr2 (7172) 2
A1+A T A A A1+As A1+A A A
’m17$2| 1+A2 o0 1’722|1:’1—x'2\ 1+A2 ’m17$2| 1+A2 vy 1722

Since 1 and 9 are independent, the above equation can be satisfied only
if A1 = As. That means that primary fields are correlated only when they
have the same scaling dimension A. Introducing the notation x12 = x1 — 22,
we arrive at a very important result:

0 if A A
(P1(21)P2(22)) = { Ciz ;f Ai i Ai —A

|$12|2A

Three-point function

We consider three-point functions. In a theory with Poinacare invariance
they can be written:

<¢(x1)(z)($2)¢(gj3)> — C’123

 |zo]®fwas | zrsl¢

(A.88)

Following the same arguments as before, we can see that scale invariance
now implies:

a+b+c=A1+ Ay + As. (A.89)

This condition does not completely fix a, b, c and we must impose invariance
under special conformal transformations too. The requirement for invariance
under these transformations is:

C123 _ (M172)¥2 (y273) "2 (m17v3) C123 (A.90)
19| 3] 1s]° SRR 12| @3]’ w13|°
Hence, we get:
a+c=2Ay, (A.91)
a+b=2A,, (A.92)
The solutions for this system are:
a=A1+ Ay — Ag, (A94)
b= Ay + Az — Aq, (A95)
c= Az + A] — As. (A96)
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Finally, the three-point function is:

Ci23

<¢(CL'1)¢)($2)¢)($3)> = |x12|A1+A2—A3’x23’A2+A3—A1‘$13‘A3+A1—A2'

(A.97)

As we have no more freedom to normalize Cjjj, after normalizing Cj; = 1,
we can deduce that Cjj; has non-trivial physical meaning.
Four-point function

We move now to the four-point functions which play a crucial role in the
model we study. As we have seen

z2.
YiYj

For four points x1, x2, x3, x4 we can construct the following cross ratios that
are left invariant under conformal transformations:

_ 33%2»’”%4 _ 17%41’53 A.99
=2 .2 =2 .2 (A.99)
L1394 T13%2y
That said: o )
u, v
(d(z1)p(x2)P(23)P(24)) = ————5-, (A.100)
Hi<j 5‘7123‘
with ", £ di; = A;,which is the constrain due to scale transformations.

F(u,v) can be any function of the cross ratios.
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A.5 Radial quantization and the OPE

A.5.1 Radial quantization

In this section we will study a parallel view of the correlation functions, from
the point of view of Hilbert space and quantum mechanical evolution. In
quantum field theory we can foliate the Minkowskian space-time by surfaces
of equal time. Then, the space-time is composed by the union of infinite
equal time surfaces.

The in states of a Hilbert space can be created by inserting operators in the
past of the surface:

. Ol . OS |¢;'in>
. 02

The out states can be created by inserting operators in the future of the
surface:

DOQ

t . 01 . OS <E"0ut|

The correlator among these operators is given by the following inner product

(Yout|¥in) = ((0]010302)|(020103]0)).

These states live in a different leaf (different time), so we need to evolve
them with the operator U = e~ "2 and the correlator is:

<wout|U’w2n>

The operator Py commutes with the generators P* so we can characterize
the states living on the surfaces by their momenta P#|k) = k*|k).

We now consider a conformal field theory in Euclidean space. It is more
convenient to foliate the space by spheres S~! with the origin at the center.
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Now the in and out states are created by inserting operators inside and
out side of the sphere. For example:

The operator that translates from one sphere to another one of different
radius is the dilatation operator, U = 2!, with t = logr. To justify this,
lets look at a metric in R? in spherical coordinates. We have:

2
ds® = dr® + r2dQy_, = r2[di2 + Qq1]. (A.101)
r
If we set t = logr, we get:
dr? 9
=) 4+ Q1 =dt* + Qg4_1. (A.102)

This is a metric on R x S9!, Consider now that we are studying a CFT
on R?. Under such rescale the metric should be invariant. Thus, studying
a CFT in R x S% ! is equivalent. This map takes circles of constant radius
in R? to constant t slices on R x S% 1. Thus, the dilatation operator in
R?, which maps circles to circles with different radius, corresponds to time
translations on R x S9!, It acts just like a Hamiltonian. This discussion
justifies the argument we made above.
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In the sphere, states are now classified by their scaling dimension and
their SO(d) spin. We have:

DAY = iA|A). (A.103)
Ly | 1)y = i(S)} 1,1 (A.104)

A.5.2 State/operator correspondence

We haven seen that by inserting operators inside the sphere, we generate
states that live on the sphere. To see how this works, we are going to give
some examples:

e First, the vacuum state |0) corresponds to no insertion and has zero
dilatation eigenvalue. Moreover, it is annihilated by all operators
K,L,P.

e Suppose we insert a primary operator ¢a(0) at the origin. We get a
state |[A) = @A (0) |0). We will now find its eigenvalue of the dilatation
operator. We expect it to be A. We have:

D]A) = Déa(0)|0) = [D, ¢a(0)]10) + ¢a(0)D |0)

= [D,¢a(0)]|0) =iA]A), (A.105)

as it was expected. Moreover, as we inserted a primary operator, we
expect to have created a primary state. That means that the state
should be annihilated by K. Let’s see:

K[A) = K¢a(0)|0) = [K,9a(0)][0) + a(0)K|0) = 0[A). (A.106)
Indeed it is.
e Suppose we insert a primary operator ¢a (x) but not at the origin. We

then get the state |[¢)) = ¢a(z)[0). We will show that this state in not
an eigenvalues of the dilatation operator. We have:

1) = da(x)]|0) = e F2PA(0)eT 7 |0) = e F2HA (0)(1 + izP +...) |0)
= P (0)[0) = e P2 A) = 3 %(—iP:L‘)” A) = |A) — iz P |A) + ..

n

(A.107)

Indeed, the state we created is a superposition of states with different
scaling dimensions/energies. Moreover, we will show that the eigen-
values of P, |A) under the dilatation operator is |A + 1). That bares a
close resemblance to the quantum harmonic oscillator and the creation
operator. Let’s justify it:

D(FP,|A)) =([D, P+ P.D)|A) = (iP, + iAF,) |A) = i(A+ 1) |A).
(A.108)
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Schematically this can be illustrated as:
NS A+ B jA+2) . (A.109)

It is also easy to show that the state P, |A) is not a primary state
since it is not annihilated by K. We have:

K (P |A)) = [Ko, Pl |A) + BuKy |A) = (K, PJJA) £0 (A.110)

We can also check that while P, raises the dimension, K, lowers it.
We have:

D(K,|A+1)) = [D, K, |A+1) + K, D|A +1)

= (—i+i(A+ 1)K, |A+1) =iA(K, |A+1)).
(A.111)

We showed that the state K, |A + 1) has dimension A. That means
that the operator K lowers the dimensions. This is similar to the
annihilation operator in quantum harmonic oscillator. This fact allows
us to justify the existence of a primary state/operators as an axiom
since the dimensions should be bounded from below.

Through these examples we can justify the state/operators correspon-
dence. It says that a state that has dimensions A and it is annihilated
by K, corresponds to the insertion of a local primary operator at the
origin. Furthermore, each eigenstate of the dilatation operator is either
a primary or a descendant or even a linear combination of those.

A.5.3 The OPE in CFT

The operator product expansion (OPE) is used in QFT to write a product
of two operators that are close to each other, as a product of local operators
at the middle point. In CFTs we will see that the OPE acquires powerful
properties thanks to the radial quantization.

Let’s consider the insertion of two operators inside a sphere:

[¥)

96



They generate the state:

) = ¢1(2)$2(0) |0) . (A.112)

Then we can expand this state in a basis of eigenstates of the dilatation
operator |E,). Thus,
W) = cn(@) |En) (A.113)
n
But as we have seen through the state/operator correspondence, each |E,,)
is linear combination of primaries and their derivatives/descendants. We
can write:
$1(2)$2(0)10) = Y~ Ca(z,0)9a(0)[0). (A.114)

primaries

This expression has algebraic origin since we have expanded a state in a com-
plete basis. Practically, this means that in contrary with QFT the operators
don’t have to be close, just inside the sphere. Now, we analyse the functions
Ca(z,0). For simplicity, we consider only one primary field ¢ (0).

const.

£l

¢1(x)h2(0) |0) = (@a(0) +.-)10), (A.115)

where the dots stand for descendants and other primaries. We act with the
dilatation on the L.H.S of (A.115). We get:

D1(z)$2(0) [0) = i(A + 2" 0ud1(x)$2(0) [0) + A2 (2)$2(0) [0)
— (A + Ay — /g)cait'(m(m +10), (A-116)

where in the last line we have used the R.H.S of (A.115). Now, we act with
the dilatation operator on the R.H.S of (A.115).

const. const.

D L (6a(0) +..)[0) = iA L

(6 (0) +..)]0) . (A.117)

Comparing the previous equations we arrive at:
k=A1+ Ay —A. (A.118)

Next, we focus on the descendant contribution, that is the next order term
of Ca(z,0). We have:

const.

$1(x)2(0) |0) = m&m(mm) + eahdupa(0) +..)[0).  (A.119)

As before we use the conformal symmetry to fix the constant ¢. Now, we will
act with K, on both sides of (A.119). This will allow us to use the definition
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of the primary operator, that is the annihilation by K. Moreover, we will
use the transformation rule for a scalar field:

Ky, ¢a(2)] = 2i2,Ade(x) + i(22,270, — xzﬁu)qba(:v). (A.120)
Acting on the LHS of (A.119). We get:

Ku1(2)$2(0) |0) = 2z, A1 () + i(2x,27 0, — 220,,)) b1 (x)d2(0) 0)
iz, (A + A — Az)mffm(m(o) +.)0).
(A.121)

Acting on the RHS of (A.119) and using [K,, P,]¢a(0) = K, P,¢a(0) =
2in, APa(0) and —i[P,, ¢o ()] = Ouda(z), we arrive at:

K, (fffi‘_A(m(()) + ca9uba(0) + o) yo)>
] (A.122)

const.

Comparing again the two sides of the equation, we fix the constant c:

_A1+A2—A
B 2A '

Once again, the conformal invariance fixes the constant. Following this
procedure, we can deduce that conformal invariance fully fixes the function
Ca(z,0), up to an overall factor Ciaa. It is important to notice that the
function Ca(z,0) has dependence only on the scaling dimensions of the
inserted fields and the dimension of the primary.

We consider now a three-point function of primaries and we take the
OPE of the first two operators. We have:

(@1(2)$2(0)6a(2)) = Y CroaCarlpar(y)éa)ly=o  (A124)

primariesA’

C

(A.123)

Considering the two-point function of the above equation, we have seen that
for the two primaries to be correlated they must have the same dimensions.
Moreover, we assume we have contribution from only one primary. Thus, it
must have dimensions A. The three-point function then, becomes:

(01(2)92(0)0a(2)) = C12aCA (DA (Y) DA ) ly=0- (A.125)

In the previous section, we have found the expressions for a conformal in-
variant two and three-point function. Thus we can substitute in the above
expression. To determine Ca(z,d), we have to expands in powers of x the
three-point function on the L.H.S of A.125. The coefficients Cioa are the
same that appear in (A.97) and are called OPE coefficients.
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A.5.4 Conformal blocks

Equipped with the function Ca(x,d), with successive application of the
OPE, we can fix the building blocks of any correlation function. Let’s see
how this is done for the four-point function. We apply the OPE two times:

(@(@1)p(x2)(w3)p(wa)) = > c12aCa(12,0y) (8 (y)S(w3) b(a))
A

= Z C12AC34A [CA(fL'lQa 0y)CA(x34,02) (oA (y)da(2)) |-
A

(A.126)

Since, Ca (212, 0y), Ca(x34, 0;) together with the two-point function are fixed
by conformal invariance, the whole quantity in the brackets is fixed. Recall-
ing, (A.100), we can define:

[CA(.TlZ,ay)CA(JIM,az)<¢A<y)¢A(Z)> __Gailwv) pa g0

’$12’2A|I’34|2A

The functions Ga ;(u,v) are called conformal blocks and they only depend
on the dimensions of the primaries, their spin [ and the dimension A of the
operator appearing during the OPE. In the end, the four-point function can
be written as:

($(z1)d(x2)d(23)$(20)) = Y crzaczanFizss. (A.128)

A

We have arrived at a remarkable conclusion.

In a conformal field theory, the dimensions of the primaries along with the
OPE coefficients and the structure of the OPE is enough to write any cor-
relation function.
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Appendix B

The kernel as a function of
cross ratios

As we have seen, the kernel gives the (n+ 1)-ladder diagram in terms of the
n-ladder diagram.

sgn(112)sgn(734) 1 / sgn(T1q)sgn(Top) sgn(Tap)segn(734) .
Frr1(x) = —— [ drodmy . F,
71222 75422 n+1(x) AT PA 7122 [ s 248 g |28 75|22 n(X)

Qo
We will use conformal symmetry to turn this into a one-dimensional integral
equation. As we have seen the cross ratios are:

_ T12T34 - TabT34
X= 55 X=

T13724 Ta3Thd

Using the conformal symmetry and we take 71 = 0,73 = 1,74 = oco. Thus
we get x =7 and Y = TaT‘ﬁ’l. We now replace the 7, integration variable by
X. That means that dr, = —dx(7, — 1) so the measure becomes dr,dm, =
dradX(1 — 7,). From the definition of x , we get 7, = 7, — X(74 — 1). For
simplicity we will write 7, = 7 and we will use the property that the sgn
function is odd. We now substitute all the above to the initial integral. On
the right hand size (ignoring the integration measure) we have the following

two fractions:

[ ]
sgn(7T14)sgn (7o) B sgn(—74)sgn(x — 1)
70| 22 [ 710 |22 7o 248~ |x — 122 = 7o |22 |7, — 240
_ —sgu(7)sgn(x — 7+ X(1 — 1))
=Pl = 7+ x(r — DPAIRG - P8
—sgn(r)sgn(x — ¥)sgn(1 — "4=X)
(

- ~ 1—x ~ _
728X = %[22 [sen(1 — ZESPAIR(r — 1)




sg0(Tap)sgn(7s4) _ sgn(r3a)sgn(x(r — 1))
[T 22 73] X(7 = P2 |72

Together with the transformed measure we multiply these two terms and
sgn(7i2)sgn(734)
‘T12‘2A‘T34‘2A

divide their product by . In the end we get:

5 ~ N\ 24
Fab = [ 2 (,L"!";,) (WM OF(D),  (B)
where
oo sgn(r)sgn(l — r)sgn(1 — ZU=X)
m(x,i)zsgn(xi)/ 8 (T)sgn(1 — 7)sgn( e ). (B.2)

2A|1 — 7|1-24]1 — T(1=X) ES

—00 |7' X—X
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Appendix C

Casimir operator acting on
cross ratio

In this chapter we are going to derive the way the Casimir operator acts on
function of the cross ratio. Explicitly we will end in:

Crya——sx C.1
1+2|7_12|2Af |7.12|2A f( ) ( )
with C = x?(1 — X)(?f( — x20y. The Casimir operator is given by:

Clyo = Q(AQ — A) —K\Py— PIKo+2D1D>,

where 9 5 9
__.9 _9 29
b= Tor P or’ K=

To derive the desired relationship we are going to use the following:

dx  Tsam3  dx  Tsatar  d 1 B
-V = PRR) > — 2 N b - b(
dry  TouT{y  dr2  Ti3Ty, Ix — al

+ 27A.

X)x —al ™7

First we are going to act with P, on ﬁ f(x). We get:

! = 1 1 - T34741
P (]Tm]f(X)) o <2A712 7-12‘2A+2> fox) + <‘7_12|2A 7137_224> I f(x)

Then we act on the above result with K. We arrive at:

1 T2
K1P2< ) (m# — 4N 12
‘ 12‘2Af( ) ’7_12’2A f( ) 1 ‘7_12‘2 1 |7_12’4
72 2
1 T{ T34T23
— AATE +4 1A2 > + Oy f(x <2A7’12 L
2T o) T AT 00\ 28
2 2
oA 7122 734741271 -2 2342 oA 734741>
|T12* T1373, To4Ti3 T13T94

1 T3 T41T23
+ A (x ><¢%34
12?2 X T5ATi3
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Moving on to the next term we first act with Ko.We get:

Ky <‘ml‘mf(x)> = 2A7127-22L;f(x)

|T12]2 |T12]24

1
+7_227347’41

713724 |Tl2

S IS (x )+272A| |2Af( X)

Then, we act with P;. Finally this term gives:

f( )<2A 2 1 4A2 2 7—122
TS ——— — T.
’2A 2 2 |T12!4

1
P Ko <‘m‘mf(x)>

2 1 2
CAATE, 24 A2 T2 >+ |72|2A8Xf(x) <2Am T2 T34723
1

|12

|T12]* |T12]? |T12|? ToaTy
2 2
T12 T34T41T: . T34723
—2A 5 22 T2 2342 + 2AT1y >
|7'12 2 T1373, To4Ti3 T247T13

2
734741723
+ A i (x ><T§34 )
1712\% * T5ATi3

Now, we will compute the final term 2D D5 following the same procedure.
At first we have:

1 _ 1 B T12
) <|Tl2|mf(x)> — /00 <A 2A72|m|2>

1 Ta4T.
L ><—m & ‘;1)

|T12 T13T54

Then, we act with 2D7. To make our final computations clearer we write the
expression that occurs by acting with 2(A? — A) — K1 Py — P Ky + 2D1 Dy
in terms of f,0f, 8. The terms proportional to ﬁf(x) are:

2 9 1 2. T2 2 2 T12
T2 |712|4 | 12!4 |12

(At _aazg T yan Ty T2
2 2 2 rpof* \4 |12/

<4A 7'1722 B 8ATlT2T§2 A2 7‘17122 _g 27'17'27'41122
|T12] | 12| |T12| |T12|

1 2A2 4 4A2 Tm;)
|T12]

The last line is the outcome of the action of 2D1Ds. Collecting the terms
with the same denominator and using trivial identities, we get:

2A% +4A%2 —8A% +2A%2 =0
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1

Now, the terms proportional to Waxf(X) are:

2 2 2
T- T34 T T T34TA1T- T T34T.
1 34723 12 3474171 2 34 34741
- <2A71222 - 2 5+ T +24n
|T12|* 724773 |T12* T1373, T24Ti3 T13T94
2 2 2
Ty T34723 T12 T34T41T% 9 T34 T347T23
— (2A’7’12 5 5 — 5 5 T 5 5 + 2AT
|T12|? ToaTiy |T12|% T13734 T5iTis ToATis
2
<2AT17'34T23 AT ToT34To3T12  4T1ToT34Ta1T12  2T1T2THy
2 2 B 2 2 2
T13724 713724|712’2 T13T5y| T12|? T137T94

2ATyT34T41
L —
T13T9y

The last line is again the outcome of the action of 2D Ds. Using the defini-

12734 which appears in every term of the above

tion of the cross ratio xy = 2274

expression we get:

(n—z 2 Ax 2 2
- X+ —2T 7'23—27' 723+4T17'27'23
1 7122713 (=27 2 )
A A
+ X (—27‘17‘41+27’27’41> — 7;( (—27‘127'41 —2T227'41—|-47‘17‘27'41)
T12T24 |T12]2T24
Ax
+ (—27‘27‘23+7'1T23)
712713

Working out the expression at the parentheses we arrive at:

o 28xToars | 2ANTMTY, | 28XTosrz  2AxTuiTi2
- X — 5 + > + — = —X
122713 !712\%4\ /6713 T12724
1

Finally, we are left with the terms that are proportional to W@; F(x).

These are:
2 2 2
2734741723 9734741723 27'17'27'347'237'41
=33 273 3 -3 3
24713 24713 13724
2.2 2.2 2
_ _TiXTTuTey  ToXTTAIT23 2T ToX " T23T41
- 2 2 2
T24T13T{o T24T13T{o T24T13T{o
2 2 3
 mEXTams TEXPTaiTos n 2T1ToX " T23T41
- 3 B 3 3
T34T12 T34T12 T34T12
3
_ _ X"T41723
T12T34
but

T41T23  T4T2 — T4T3 — T1T2 + T17T3

T12734 TIT3 — T1T4 — T2T3 + T2T4

Moreover, computing 1 — 1/x we find that:
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1 Ti9T34 — Ti3Toa  TIT3 — T¥Fr — ToF3 + ToT4

X T12734 TIT3 — T1T4 — T2T3 + T2T4
_ _ TN+ Dfr+ T3Fr — T3T4 _ TaT23
TIT3 — T1T4 — T2T3 + ToTy T127T34
Thus,
1 1 1
02 X(—Xg'l—):‘fl—x. C.2
712|248 7X ) ( X) 712|248 ( ) (©2)

Adding together all the terms corresponding to to f,df, 0% we arrive at the
desired expression:

1 1

CHQW“X} = ch(X%

with C = x?(1 — )()63< — x20,.
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Appendix D

Spinor representations in
various dimensions

As we have said the Hamiltonian of the SYK model is given by

N
1
H = i Z Jiklm T TRT T, (D.1)
CGklm

while the Majorana fermions x; obey the anticommutation relations

These fermions are simple matrices, which we are going to build now. These
matrices will satisfy the Clifford algebra {z;,x;} = 20;;, and they will be
representations of the orthogonal group, since we are working on Euclidean
space, for general dimension N. Moreover, the fact that we are dealing with
Majorana fermions implies that we are going to look for Hermitian repre-
sentations, z;T = x;. We will restrict our discussion for even dimensions,
N =2K.
We can define the following raising and lowering operators:
1 v 1

c; = 5(.%’21 — Z..’L'Qz'_i_l), ¢ = 5(1‘22 + i.1‘2i+1). 1=1,..K —1. (D.3)

It is trivial to see that they obey the following anticommutation relations:
{ci,¢j} = {c;r,c;} =0, {ci,c}} = 0ij. (D.4)

These are exactly the fermion anticommutation relations. We now assume
that there exists a state, |0) which is annihilated by ¢; and thus, we can
build our basis by acting with cj» on the vacuum. We must be careful and

keep in mind that our basis will be composed by the states created by acting
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will all the possible ways with CZT-, at most once since (61)2 = 0. Thus, our
basis consists of states like

() (™), n=0,1. (D.5)

The number of the basis states and consequently the dimension of the Hilbert
space will be 25 corresponding to whether a state is occupied or not. For
example, suppose we have N =4 — K = 2. We have the following states:

(c]) [0y o |1}, (D.6)
(c})10) o< [2), (D.7)
(c)(ch) 10} oc [12), (D.8)
0). (D.9)

As expected, we have 4 orthogonal states that form our basis. For N = 2,
we have the following 2 X 2 matrices

o = ((1) _01>  mp— ((1) é) . (D.10)

It is trivial to check that these 2 matrices satisfy (D.2). We will now give a
recursion relation for the representation matrices

K T (i’ é) , (D.12)
« 0 —i
TNy = IQKfl & i 0 5 (D13)

where Z is the d X d identity matrix. From (D.11), we can see that x* are
2K x 2K matrices. For more details on this subject see [32]
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